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Chapter 1

Introduction

Abstract. Phase-change materials have been intensively studied since the beginning of
the 1960s and have seenmany developments in the areas of scientific progress and industrial
applications. ese developments were strongly linked to the progress in (sub)micron and
nanotechnology. e goal of this chapter is to provide insights into the achievements within
the last 50 years. An overview will be given of the remarkable properties of phase-change
materials, which made them very suitable as active media in rewritable optical disks, well-
known from the CD, DVD and Blu-ray Disk formats, and makes them excellent candidates
for replacing flash-memory in the near future. At the end of the chapter an outline of this
thesis is given.

1.1 Phase-changematerials

1.1.1 History

e first mentioning of a material with electrical phase-change properties is found in an article
by Waterman in 1923. [1] While his work was focused on the thermionic emission of molyb-
denite (MoS2), a large negative coefficient of resistivity was found during heating, as well as a
threshold level for conduction when heated using an electric current; typical properties of cur-
rently used phase-change materials. As the digital computer had yet to be invented, no digital
memory application was associated with these first findings. Aer the invention of the elec-
tronic computer in the 1939 by Atanasoff, the junction transistor in 1948 [2] and the integrated
circuit in 1958 [3] the limit of memory devices was quickly reached and a faster, smaller and
more reliable way of non-volatile computer memory was needed. Several new techniques were
investigated. Chalcogenide materials, alloys with, in general, elements from group 16 from the
periodic table (of which S, Se and Te are nowadays commonly used in phase-changematerials),
proved to be good candidates. e ability to switch was reported for AsTeI in 1962. [4]

In 1968 Ovshinsky published a paper demonstrating a reversible switching memory cells
with a Te48As30Si12Ge10 composition. [5] Based on this alloy Shanefield built the first work-
ing memory device including a controlling circuit for reliable cell programming. [6] Promis-
ing memory devices were developed by several groups: a 16x16 array by Neale and Moore in

1



Chapter 1. Introduction

1970 [7] and a 1024-bit device in 1978 by Shanks and Davis. [8] However, due to the large
phase-change cell sizes, the memories devices had a high power consumption compared to the
competing techniques. is, combined with data reliability problems, resulted in a loss of in-
terest in phase-change memories and halted the research for memory applications. It would
take about 20 years before phase-change materials were found again in commercial memory
devices.

In 1982 the Compact Disk-Read Only Memory (CD-ROM) was introduced. A memory
where data is stored on a disk in a spiral track using reflective bumps and non-reflective holes.
Using an infrared (780 nm) laser diode this difference in reflectivity is measured and zeros and
ones are represented. e only-once recordable CD-R was introduced in 1988 and allowed to
write marks in a photo-sensitive dye using a laser diode with a higher output power. Once the
information has been written it could not be erased again. e development of rewritable CDs
started shortly aer the introduction of the CD-ROM [9, 10] but it took till 1997 before the
CD-RW was commercially introduced. In the CD-RW a layer of phase-change material acts as
the data layer. Initially in a crystalline state, amorphous marks, with a different reflectivity than
the crystal phase, can be written in the data layer by locally melting the phase-change material
with a short laser pulse. Rapid cooling causes this liquid state to be frozen, resulting in a melt-
quenched amorphous mark. If the mark is heated again using a longer laser pulse, but with
a lower laser power, the amorphous mark recrystallizes. Advancements in data capacity were
mostly gained by moving to a shorter laser wavelength (650 nm for DVD and 405 nm for Blu-
ray) and increasing the numerical aperture of the employed lens, resulting in smaller marks.
By using double layered discs the capacity was further increased from ∼780MB to ∼50GB.

With the enhancements in lithography, especially the reduction in minimum feature size,
electrical phase-change memory (PCM) became of interest again in the early 2000s. Based
on phase-change compositions used for DVD±RW (mainly Ag5In5Sb60Te30), [11] new alloys
were developed suitable for fast electric cells. e first commercial available memories arrived
in 2008 [12] and are now used, although still on a small scale, in mobile phones. [13] Addition-
ally germanium-doped antimony based alloys are becoming more popular and look like good
candidates for future devices. [14, 15]

1.1.2 Remarkable properties

Phase-change materials based on (doped) germanium, tellurium and antimony alloys show
some truly remarkable properties suitable for memory purposes. e large change in optical
contrast between the amorphous and crystalline phase can be easily detected, which is why they
are widely employed for the application in rewriteable optical media, like CD-RW, DVD±RW
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1.1. Phase-change materials

and Blu-ray RE. For electrical memories the large difference (several orders of magnitude) in
electrical conductivity between the amorphous and crystalline phase is exploited to store infor-
mation.

e usability of phase-change materials in a memory device originates from several favor-
able properties. e first is the low energy needed to switch between the amorphous and crys-
talline phase. Heating to a temperature above the glass transition temperature, ∼150 °C [16]
for the commonly used phase-change material Ge2Sb2Te5, is enough for fast crystallization.
Switching to the amorphous phase needs heating to above the melting temperature, which is
relatively low for Ge2Sb2Te5(∼600 °C). In optical discs the heating is provided by a laser pulse,
a (semi-transparent) heat-absorption layer is present to provide enough cooling for freezing
the liquid phase into a solid amorphous phase (melt-quenching). In electric memory devices
the phase-change cells are heated by exploiting Joule heating: the current flowing through the
cell when a voltage is applied over the cell will heat the phase-change material to the desired
temperature. When the cell is in the crystalline phase, and thus in the low resistance state
of typically several kΩs, a short voltage pulse is already enough to melt the cell and quench
it in the amorphous phase aerwards. For a typical line-cell it has been shown that a pulse
with a 30 ns pulse width and an amplitude of 1.4V will amorphize the phase-change cell. [17]
To crystallize the amorphous cell a lower temperature is needed, between the glass transition
temperature and melting temperature. However, due to the high resistance state of the cell,
typically ∼100 kΩ–10MΩ, a much higher voltage, with respect to the crystalline cell, would
be needed to generate a current that is high enough. e reason phase-change materials re-
main useable is due to the threshold switching behavior they exhibit. When a sufficient large
electric field is applied over the amorphous cell the electrical resistance will drop significantly,
allowing a large enough current to flow that will heat the cell above the glass transition tem-
perature. [18, 19] A pulse width of 30 ns with an amplitude of ∼1.1V is enough to crystallize
a typical line-cell. [17] It has already been shown that phase-materials are able to switch to the
crystalline state with even shorter pulses of 1–30 ns. [20] ese short electrical pulses are suffi-
cient, because of the extreme crystallization speeds of more than a few meters per second that
are possible in phase-changematerials. Amorphization can be done even faster, and it has been
shown that femtosecond pulses are able to amorphize a crystalline Ge2Sb2Te5-film. [21]

e second property, making phase-change materials suitable for memory applications, is
the capability to switch at a short time scale between the two phases, while at the same time
both phases are stable for a long time at operational temperatures. e short pulses used for
switching are in strong contrast with the retention time of the amorphous phase at operational
temperatures (maximum 80 °C for consumer products). Current materials are stable for more
than 10 years (more than 15 orders of magnitude higher than the switching time!) at these
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Chapter 1. Introduction

temperatures before losing their information due to unwanted crystallization.
Apart from being stable at elevated temperatures, it is also important that the phase-change

cells are able to switch oen, while remaining reliable. For optical applications, like CD-RW
and DVD±RW, the phase-change materials can be switched up to 1000 times. Electrical phase
change memories have already been switched up to 1011 times. [22] e PCM cells fail when
they get stuck in either one of the two states and are unable to switch back under normal writ-
ing conditions. Set-stuck, when the cell stays crystalline, is typically caused by compositional
(stoichiometric) changes. Reset-stuck, the cell stays amorphous, is typically caused by void
formation. e high electric field needed to switch a phase-change cells induces electric field-
or current-induced atomic transport and electromigration which in turn cause compositional
changes and void formation. [23] e compositions of the phase-change materials are crucial
for their functionality. Changing the composition with only several percent will already change
the crystallization properties significantly. is will also be shown in chapter 3.

1.1.3 Memory applications

e next step for phase-change memory is the commercial application in electric solid state
memory devices. Compared to traditional hard disk drives (HDDs), which employ a thin ferro-
magnetic film for data storage, PCM memories are faster due a reduced access time and higher
data throughput, and provide true random access. Additionally, a HDD uses mechanical parts,
for spinning the magnetic disks and moving the read and writing heads, which can cause me-
chanical wear. For mass storage a HDD is still preferable as the price per GB is still favorable
due to the lower production costs per GB.

Flash memories (in particular NOR flash) will be most likely replaced sooner than HDDs
by PCM. Both Flash and PCM technologies provide a solid state memory solution. However,
PCM has some significant benefits. Flash memory derives its name from the writing method
it employs: it “flashes” whole blocks when erasing data as it cannot write and erase a single cell
at a time. PCM does not have this drawback and provides much faster bit-wise programming
and reading. Additionally, PCM has lower latency and higher writing and erasing speeds; [24]
and also provides better downscaling of the phase-change cell size than the flash cells. Where
for flash memory the programming of the cell becomes more difficult with decreasing sizes
and reaches fundamental limits soon, [25,26] it has been shown for PCM that the cells remain
switchable and that, additionally, the programming currents also go down. [27] However, flash
memory can write many bits parallel due to its low power consumption. If PCM wants to be
really competitive to flash memory the power requirements of PCM need to be reduced.

Next to replacing non-volatile memories, it might be possible to replace the volatile dy-
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1.1. Phase-change materials

namic random-access memory (DRAM) with PCM. Currently, PCM already has a similar la-
tency and write speeds as DRAM. [24] Moreover, DRAM is reaching its limits in scalability at
a feature size of ∼30 nm while PCM remains scalable below ∼10 nm and is capable of having a
smaller feature size when using diode switches. [28] Additionally, PCM is a more energy effi-
cient technology than DRAM which, inherent to its reading and writing procedures, requires
relatively much energy. [19] It has been demonstrated for single cells that the endurance of
PCM (the amount of times a cell can switch between the crystalline and amorphous phase) can
match that of DRAM. [29] Large scale PCM devices currently reach ∼108 cycles, which will
result in an estimated lifetime of the PCM devices of 5 to 6 years, [30] whereas DRAM has a
practical infinite lifetime.

In conclusion, the scalability and fast switching times makes phase-change memories an
excellent replacement for current hard disks and solid state drives solutions. If the endurance
and reliability can be further improved it can also replace DRAM in the future to form a univer-
sal memory. is would additionally require new soware architectures and memory concepts
as the traditional boundary between RAM and data storage will fade.

1.1.4 Germanium-doped antimony alloys

e research presented in this thesis was startedwith the aim to investigate (the presence of) so-
called explosive crystallization (EC) phenomena in phase-change films. Upon crystallization
of the amorphous phase, induced by an external energy source, the entropy decreases as the
system goes from the randomly ordered amorphous phase (high in configurational entropy) to
the highly ordered crystalline phase (lower in configurational entropy). e latent heat released
during crystallization can be used to create a self-sustaining crystallization process under cer-
tain conditions. is process is known as explosive crystallization (EC). e first report (from
1869) of explosive crystallization can be found for antimony layers with a thickness of “at least
half a sixpence up to half an inch” (0.5 – 12.7mm). [31] It was found that if these layers are
“struck gently or rubbed” an explosion occurs with a flash of light and significant heat pro-
duction. Later experiments showed the presence of explosive crystallization in films of other
pure elements as silicon and germanium [32, 33] and (In,Ga)Sb alloys [34] where extremely
fast crystal growth rates have been reported (>10m s−1). However, literature does not provide
systematic experimental studies on EC in phase-change material alloys.

Explosive crystallization is not present in optical discs, as the heat absorption control layer
present in these discs, needed to write the amorphous marks, is expected to prevent the occur-
rence of EC. Moreover, optical discs are in the crystalline phase before first usage, and there-
fore, EC would not reach neighboring amorphous marks. e initialization of an as-deposited
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amorphous disc to the crystalline phase could possibly benefit from EC as it only would need a
single energy pulse. In PCM applications each data bit is an individual cell embedded in SiO2
and therefore explosive crystallization could be exploited to speed up the relatively slow crys-
tallization process. Additionally, the energy requirements for crystallization can be lowered as
only an initial energy pulse is needed to start the process, instead of continuously heating the
cell until it has been crystallized. PCM cells are oen embedded in poorly heat-conducting sil-
icon oxide which may allow explosive crystallization to take place. To study these phenomena
we choose to use Ge-doped and Ga-doped Sb-rich phase-change compositions. ese alloys
were selected as they are directly of interest in PCM applications and the pure elements all
show explosive crystallization. [31–34] Antimony already shows EC at room temperature and
is stabilized by germanium or gallium doping. A condition for explosive crystallization is that
enough latent heat has to be locally released upon crystallization. Data found in literature of-
ten uses thick films (>1 µm) where enough latent heat is released for explosive crystallization.
However, for application in PCM cells the phase-change films/cells have to be downscaled to
the nanometer regime. Below a critical thickness explosive crystallization does not occur any-
more. erefore, we tested a range of film thicknesses (50 nm – 2000 nm) on the presence of
EC. To initiate EC any energy pulse can be used. Reports have shown EC aer a mechanical,
electrical, electron beam or laser impulses. [33–36] e latter was used for our study. However,
no explosive crystallization was found in both alloys for different film thicknesses and different
compositions. However, the Ge-doped Sb alloys did exhibit many interesting crystallization
and material properties, which we studied in more detail.

One of the initial experiments was the observation of the crystallization process in Ge7Sb93
films with a thickness of 200 nm on a polycarbonate substrate. From previously obtained re-
sults we expected to find near isotropic crystal growth in the amorphous film. However, star-
shaped crystals with an increased crystal growth rate of the tips were observed (∼5 times faster
than expected from isothermal growth), see Fig. 1.1. Additionally, the amorphous surfaces
show buckling parallel to the crystal tips. In the crystalline areas buckling perpendicular to the
growth direction is observed. By further investigating the crystallization properties, as is done
in chapters 3 and 5, we will be able to explain many details regarding the observed crystalliza-
tion process in Ge-doped Sb films.

1.2 Thesis outline

is thesis can be divided into two parts. e first part, chapters 2 to 6, is concerned with
the research on different crystallization properties and material properties of the used GeSb
films with various thicknesses and compositions. A description of the measurement setup and
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1.2. Thesis outline

250 µm

Figure 1.1 | Frames fromanoptical recording of crystallization in 200 nm thickGe7Sb93 phase-change
ölms on a polycarbonate substrate at 180 °C. After initially isotropic growth, star shaped crystals form.
The recordingwas taken at 60 framesper second. The timebetween the framesdisplayedhere is 4.8 s.

techniques used for sample preparation and analysis is given in chapter 2. Chapter 3 focusses
on the crystal growth during isothermal measurements. e effects of small changes in the
phase-change composition on the growth rate, but also the crystal structure, are shown. Inter-
estingly, for some compositions competing, i.e. simultaneously occurring growth modes have
been observed. Using additional laser heating the crystal growth is studied at temperatures not
available in isothermal experiments and the results are shown in chapter 4. Mechanical stresses
play an important role in the small confined PCM cells. e effects of in-plane stresses on the
crystal growth in thin films are investigated in chapter 5. e differences in surface potential
between the crystalline and amorphous phase and the presence of a Schottky barrier on the
crystalline-amorphous interface are scrutinized in chapter 6. Nucleation plays an important
role in the phase-change process from amorphous to crystalline. In the second part, chapter
7, the growth and decay of the nuclei is studied within a two dimensional Ising model. Using
Monte Carlo simulations and numerical enumerations of so-called lattice animals the critical
nuclei needed for growth on square and triangular lattices are determined, compared and eval-
uated.
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Chapter 2

Experimental techniques

Abstract. is chapter describes the general experimental and analytical techniques we
used to produce the samples, measure material and crystallization properties of the phase-
change films and analyze the results. e methods mentioned here will serve as a base
for the experiments performed in the next chapters. Deviations from the standard exper-
imental practice and the additional instruments used will be mentioned in each chapter
separately.

2.1 Sample preparation

e samples used for the experiments described throughout this thesis, consist of a 200 nm
thick phase-change film with a GexSb100−x composition (with x = 6, 7, 8, 9, 10 and 11) on a
1.3mm thick 30mm×30mm glass substrate or on a polycarbonate disc. A schematic overview
of a sample is depicted in Fig. 2.1. e phase-change films were deposited using co-sputtering
with a Unaxis Sputter coater. is was done simultaneously on both substrates with a depo-
sition rate of 2.5 nm s−1. To prevent oxidation of the phase-change film, all the phase-change
films were, without breaking the vacuum, directly capped with a 5 nm layer of ZnS−SiO2. e
composition was selected by varying the powers for the germanium and antimony targets. For
Ge7Sb93 and Ge9Sb91 additional film thicknesses were deposited: 50 nm, 100 nm, 400 nm and
800 nm. e same deposition speed and capping layer were used for these films.

To be able to cut the samples with a glass substrate into smaller pieces, the films were coated
with a thin (∼µm) layer of PMMA, aer which the glass plates were cut into 5mm × 5mm
samples using a diamond-tipped glass cutter. Aer cutting, the PMMA layer was removed by
rinsing the samples in acetone and then rinsing the samples in isopropyl alcohol. e isopropyl
alcohol was removed from the surface by blow-drying using nitrogen.

e polycarbonate discs were cut into smaller samples using a tungsten hot-wire. Due to
the melting temperature of polycarbonate being between ∼220 and ∼260 °C, [1] in the same
range as the crystallization temperatures of the phase-change materials (see chapter 3), crystal-
lization of the phase-change film occurred at the edges of the samples while cutting. erefore,
it was made sure that the samples were large enough and the crystallization experiments in
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Glass / Polycarbonate substrate

5 nm SiO2-ZnS

50 nm - 800 nm GexSb100-x

1.3 mm

Figure 2.1 | Schematic layout of the samples used. With x = 6, 7, 8, 9, 10 and 11.

these samples were observed in the center of these samples, eliminating the influences of the
crystals already formed at the edges and possible annealing of the sample on the crystallization
properties.

2.2 Measurement setup

e crystallization in the phase-change films was observed using a Photron Fastcam 1024 PCI
high-speed optical camera with a Navitar Zoom 6000 objective. e objective was extended
with a 3mm fine focus and a light source input for coaxial illumination. e latter allows for
direct lightning of the sample. Direct lightning is crucial for observing crystals in an amorphous
film, as it greatly enhances the contrast due to the specular nature of the observed films.

Samples were placed on a Watlow Ultramic 600 ceramic heater, capable of heating the sam-
ple up to 400 °C with a maximum ramp rate of 100 °C s−1. e hot plate is mounted in an
aluminum holder which is placed on insulating Teflon legs on a stack of three Standa 8MT167-
25LS motorized translation stages for X–Y movement.

For writing crystallinemarks in the amorphous films, and to locally induce additional heat-
ing in the phase-change film, a 100mW 640 nm diode laser (OBIS 640LX) is used. Different
optics are installed allowing the laser to be focused to a sub-micrometer spot for writing and
erasing marks, as well as heating the film in an elliptical area with radii of a ≈ 250 µm and
b ≈ 110 µm. In chapter 4 the laser setup will be described in more detail.

e whole setup is computer controlled using custom written soware. is allows, for
example, to simultaneously record the crystal growth and apply a laser pulse to the film. A PID
algorithm is used to control the power supply of the hot plate and keeps the temperature stable
within ±0.1 °C. e images obtained from the high speed camera are all saved and analyzed
offline as described in the next section.
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2.3 Image Analysis

Due to the difference in optical contrast between the amorphous and crystalline phase, the crys-
tal growth in phase-change film can be followed in great detail using the optical high speed cam-
era. e crystal growth rate was obtained quantitatively by analyzing typically 100 – 300 images
obtained from the optical recordings, based on a procedure developed by Oosthoek. [2] e
processing of a typical isothermal measurement at a temperature of 110 °C for a 200 nm thick
Ge6Sb94 film is shown in Fig. 2.2. Figure 2.2a shows an unprocessed image as obtained from
the optical recordings with the as-recorded optical contrast between the amorphous (gray) and
crystalline (white) phases. From the unprocessed image the amorphous background is removed
by subtracting an image recorded of the amorphous sample before crystal nucleation occurs
(Fig. 2.2b). To clearly distinguish the crystal from the background a threshold level is calcu-
lated using a minimum cross entropy thresholding algorithm. [3] is creates a binary image
(Fig. 2.2c) with 0 corresponding to the amorphous phase and 1 to the crystalline phase. Noise
is removed from the tresholded image by binary open and close operations (Fig. 2.2d). Using
Sobel edge detection, the crystalline-amorphous interfaces are determined. e steps in Figs
2.2a–e are repeated for each of the recorded images and the results for all recorded images are
stored. e edges (amorphous-crystalline interfaces) found in all separate images are combined
into one time mapping, where the pixels pertaining to each edge receive a value corresponding
to the recording time of the image it originated from; see Fig. 2.2f. For displaying purposes,
the number of interfaces shown is strongly reduced with their corresponding time in the color
coding and 160 s between successive growth fronts. For this purpose they are also thickened to
more than one pixel wide.

2.3.1 Uniform growth

Fitting a plane (typically a circle with a diameter of 8 pixels) to the nonzero data points around
each pixel of the timemapping image gives us the derivative at each pixel, which is a directmea-
sure of the inverse growth rate. By inversing each value, the crystal growth rate is obtained for
each pixel (Fig. 2.2g). Note that the nonzero data points in Fig. 2.2f correspond to pixels that
are on any of the growth fronts in the 100 – 300 images analyzed. e zero data points corre-
spond to pixels that are in between successive growth fronts. ese zero data points should not
be included in the fitting procedure, because this would lead to errors in the growth rate values.
In the growth rate image (Fig. 2.2g), it can also be verified whether the growth rate is constant
in time or that a significant time dependence is present. For the displayed sample, apart from
the singularities at the final edges and center of the crystals, a constant growth rate holds. A
growth rate histogram is produced by combining all pixel values for the growth rate (Fig. 2.2h).
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Figure 2.2 | Image analysis performed to obtain the timemapping and crystal growth rate from a se-
ries of images obtained using opticalmicroscopy. a Example image showing the as-recorded contrast
between the amorphous (dark gray) and crystalline (light gray) phases as obtained after isothermal
crystallization. b The amorphous background is removed by subtracting an image recorded before
the isothermal heating started. c Thresholding results in a binary image creating in a clear contrast
between amorphous and crystalline. d Binary open and close operations are used to remove speck-
les and noise in the image and to close holes inside crystals. e Using edge detection the crystalline-
amorphous interfaces is retrieved. f Timemappingof the crystalline-amorphous interface by combin-
ing the results of steps a–e for all recorded images (for displaying purposes, the number of interfaces
shown is strongly reduced with 160 s between successive growth fronts, and they are also thickened
tomore than one pixel wide). gGrowth ratemapping as obtained by applying planar öts (circles with
a typical radius of 4 pixels centered on each pixel) to the time mapping. h Growth rate histogram
obtained from the growth rate mapping.
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Figure 2.3 | Line proöle analysis. a Time mapping showing at what time the crystalline-amorphous
interface passed each position. The straight red line indicates the position where the line proöle was
taken. b Line proöle (red circles) obtained from the time mapping in a, the slopes of the (blue) linear
öts are the inverse speed of the crystalline-amorphous interface.

e growth rate pertaining to the most prevalent value in the histogram is considered the rele-
vant growth rate for the crystallization process, 0.045 µm s−1 for this specific sample. e error
for the growth rate is determined to be 5% of the measured growth rate value.

2.3.2 Non-uniform growth

In cases where the crystal growth is not two dimensional, or strongly favors one direction, as
will be shown in chapter 5, the growth rate is determined using an alternative method. e first
steps are identical to the steps a–f displayed in Fig. 2.2. Instead of applying a two dimensional
fit to the time mapping, as is done in step g, a line profile over a crystal is taken from the time
mapping. Along the obtained data points, linear fits are applied from which the inverse growth
rate is obtained from the slopes of the fits. When possible, this is done for multiple crystals and
the obtained growth rates are averaged, as is shown in Fig. 2.3. In this case, we find an average
of 0.44 ± 0.04 µm s−1, close to the growth rate obtained using the histogram obtained from the
growth rate mapping. e disadvantage of this method is the reduced statistics. However, it
does work for all crystal shapes and gives the possibility to easily quantify non-uniform crystal
growth rates.
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Chapter 3

Isothermal crystal growth

Abstract. Analysis of crystal growth in thin films of phase-change materials can pro-
vide deeper insights in the extraordinary phase transformation kinetics of these materials
excellently suited for data storage applications. In this chapter isothermal crystal growth in
GexSb100−x thin films with x = 6, 7, 8, 9 and 10 is studied in detail, demonstrating that the
crystallization temperature increases from ∼80 °C for Ge6Sb94 to ∼200 °C for Ge10Sb90 and
simultaneously the activation energy for crystal growth also significantly increases from
1.7 eV to 5.5 eV. e most interesting new finding is that in the thin films containing 8,
9 and 10 at.% Ge two competing growth modes occur, which can have several orders of
magnitude difference in growth rate at a single external temperature: an initial mode with
isotropic slow growth producing circular crystals with smooth surfaces and growth fronts
and a fast growth mode producing crystals with triangular shape having rough surfaces
and growth fronts indicative of dendritic-like growth. e slow-growth mode becomes in-
creasingly dominant for crystallization at low temperatures when the Ge concentration is
increased from 8 to 10 at.% Ge. For a certain Ge concentration the slow growth mode be-
comes increasingly dominant at lower temperatures and the fast growth mode at higher
temperatures. Latent heat produced during crystallization is considered a principal factor
explaining the observations. e fast growth mode is associated with (eutectic) decompo-
sition generating more latent heat and instable growth fronts and the slow growth mode is
associated with thermodynamically less stable homogeneously alloyed crystals generating
less latent heat, but stable growth fronts.

3.1 Introduction

Crystallization associated with solidification or from supersaturated solutions is omnipresent,
playing a central role in materials production (particularly of metals and polymers), but also in
geological processes (e.g. solidification of lava), [1] ice formation, [2, 3] biomineralization, [4]
etc. Within living systems, under special conditions, crystals with, for instance, magnetic func-
tionality are formed. [5] Crystallization of amorphous films or marks is important for various

Based on Competing Crystal Growth in Ge-Sb Phase-Change Films,
G. Eising, B. Niebuur, A Pauza and B. J. Kooi, Advanced Functional Materials volnr, page (2013)
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applications such as thin film solar cells [6] and rewritable optical disks. [7] Due to the im-
portance of crystallization, the kinetics and morphology of crystal growth have been studied
for a long time. Most emphasis has been on crystal growth from the melt or from solutions,
where undercooling or supersaturation is the important driver of crystal growth. Crystalliza-
tion in solid amorphous materials generally requires heating to temperatures above the glass
transition temperature and below the melting temperature. Depending on, for example, the
sample composition, temperature, contaminations and heating or cooling rates, many crystal-
lizationmechanisms leading to various growth rates andmorphologies have been observed, for
instance planar-front or faceted growth, dendritic growth, spherulitic growth, seaweed growth
or growth with dense branching morphology and fractal growth. [8–12] ese morphologies
largely influence the properties of crystalline materials, for instance metals and polymers. e
present work focuses on phase-changematerials which are of importance for data storage appli-
cations where their working principle is based on the reversible fast switching of small volumes
between amorphous and crystalline phases which show distinct differences in optical and elec-
trical properties.

e pronounced temperature dependence of crystal-growth speed recently found in phase-
change materials not only rationalizes their favorable characteristics for non-volatile memory
applications, but also suggested new insight into their fundamental properties. [13, 14] e
kinetic coefficient for crystal growth (which is the limiting growth velocity when the thermo-
dynamic factor is one) was shown to have a non-Arrhenius temperature dependence for the
important phase-change material Ge2Sb2Te5, indicating a high kinetic fragility of the liquid
(m ≈ 90). Furthermore, there was evidence for substantial decoupling of crystal growth from
viscous flow on cooling towards the glass transition temperature Tg: the growth rate extrap-
olated to Tgwas found to be 105 times faster than would be calculated from the viscosity of
1012 Pa s at the glass transition. [14] Still, this work and other recent work [15] suggest that
the growth rate in-between the glass transition temperature and the melting temperature is
a continuous function of temperature. Here, we show that this physical picture is in general
too simplified. We demonstrate that crystallization in phase-change materials can proceed in
different temperature regimes via different growth modes with different temperature depen-
dences of the growth rate. Moreover, in this study we present evidence of crystal growth in
amorphous GexSb100−x thin films with x = 6, 7, 8, 9 and 10 showing both plane-front growth
and dendritic-like growth at a single external temperature within one sample. Clear evolu-
tions of these competing crystal growth modes are observed as a function of temperature for
a certain composition and also as a function of composition x. Transition regimes in compo-
sition and temperature are found where both crystallization modes proceed at the same time
(i.e. for the same composition and temperature). ese different modes show different growth
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rates and morphologies and correspond to different optical contrasts due to the difference in
microstructure. e fast growth mode shows a growth mechanism that favorable couples to
a crystallization mechanism recently found by molecular dynamics simulations in the phase-
change material AgInSbTe. [2]

Crystallization processes, i.e. transformations from amorphous to crystalline phases, are
intrinsically exothermic in nature. Inherent to the decrease in entropy upon crystallization
and the high crystal growth rates observed for phase-change materials is the probability that
explosive crystallization (EC) occurs, implying that the latent heat, released during the initial
crystallization induced locally, is used for a self-sustained propagation of the crystallization
front. Indeed, EC has been observed in Si, Ge, pure Sb and Sb-alloy films (the latter being of
direct importance for PC applications). [16–18] In the alloys from Ge6Sb94 to Ge10Sb90 inves-
tigated in this chapter we did not observe EC for layer thicknesses up to 400 nm. However,
this does not mean that latent heat is not produced. Still, latent heat raises the local crystal
growth front temperature during crystallization, accelerates crystal growth and contributes to
interesting novel crystal growth phenomena presented here.

3.2 Experimental

3.2.1 Samples

Samples investigated consist of 50, 200 or 400 nm thin films with a GexSb100−x composition
(with x = 6, 7, 8, 9 and 10) on a 1.3mm thick glass substrate. e films were deposited and
further processed as described in section 2.1.

3.2.2 Film characterization

e topography was measured using a Veeco PicoForce Multimode atomic force microscope
(AFM) with Nanoscope V controller. e samples were grounded using silver paste to limit
the effect of surface charging on the AFM image. e film composition was confirmed using
energy-dispersive X-ray spectroscopy (EDAX) connected to a scanning electron microscope
(SEM) (Philips XL30 FEG-ESEM). Transmission electron microscopy (TEM) was performed
using a JEOL2010F operating at 200 kV.

3.2.3 Crystal growth characterization

Isothermal measurements were performed on the samples between T = 80 °C and T = 210 °C.
ese temperatureswere chosen for each composition such that the resulting growth rates could
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be properly recorded in limited time by the optical technique outlined below and in section 2.3.
e samples were heated to the desired temperature at a rate of 20 °Cmin−1. e temperatures
were stable within 0.2 °C during the isothermal measurements. e duration of the isothermal
experiments ranged from several minutes to hours. Snapshots were taken at regular intervals
for analysis. With typically 100 to 300 of these snapshots the image analysis described in section
2.3 was performed.

3.3 Results

Samples with 200 nm thick phase-change films deposited on glass substrates were placed on a
hot plate for isothermal measurements. Figs 3.1a and 3.1b show optical recordings taken dur-
ing isothermal heating at 185 °C of an amorphous Ge9Sb91 film. e crystal nucleation starts
aer an incubation time of 270 ± 30 s, aer which the nucleated crystals grow in a more or
less isotropic manner and form crystals with circular shapes, see the inset in Fig. 3.1a. e
nucleation rate in these materials is low and only a few additional nuclei are formed during
the measurement aer the initial nucleation has started. 600 ± 50 s aer the annealing tem-
perature has been reached triangular shaped crystals nucleate and start to grow as seen in Fig.
3.1. Most of these crystals grow at the edge of the already formed round crystals, that is, the
already present crystals act as a nucleation sites, but nucleation is also found at new sites in
the amorphous film. e triangular shaped crystals have a rougher crystal growth front and
show faster crystal growth than the circular crystals. Due to the faster growth of the triangular
shaped crystals they grow around the slower circular isotropic growing crystals, see Fig. 3.1b.
In time additional fast growth crystals nucleate until the sample is fully crystallized.

Time and growth ratemappings, displaying the crystalline-amorphous interface as function
of time and the crystal growth rate as function of position, are obtained from the raw images
using the method described in section 2.3, and are shown in Figs 3.2a and b. From the time
mapping (Fig. 3.2a) it can be clearly seen that if the crystalline boundary of the fast growth
crosses slow growth, the latter will be embedded in the fast growth crystal with little disturbance
in the fast growth crystal boundary once the growth front has passed the slowly growing crystal.
In Fig. 3.2b the difference in growth rate between the two crystal growthmodes is clearly visible.
For example, forT = 185 °C, the slow growthmode crystals grow at a rate of ∼0.06 µm s−1 while
the fast growth shows a growth rate of ∼1.1 µm s−1, i.e. almost twenty times faster.

is analysis has been repeated for different temperatures in the range of 180 °C to 188 °C.
For each temperature the two most occurring speeds in the histogram of the growth rate map-
ping have been taken and plotted in an Arrhenius plot, see Fig. 3.3a. Clearly two regimes of
growth can be identified, and when fitted using an Arrhenius dependence we obtain two acti-
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250 µm

a b

Figure 3.1 | a and b Crystal growth as observed in-situ using optical microscopy in a 200 nm thick
Ge9Sb91 ölm at 185 °C. a 570 s and b 650 s after reaching the isothermal annealing temperature indi-
cating an initial slow growth mode followed by a later fast growth mode.
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Figure 3.2 | a Time mapping of an isothermal experiment at 185 °C for a 200 nm thick Ge9Sb91 ölm
showing the crystalline-amorphous interface as function of time. b Crystal growth rate image ob-
tained from the time mapping showing the growth front velocity at each position.
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Figure 3.3 | a Growth rate versus and b incubation time for crystallization versus reciprocal tempera-
ture for the slow (blue squares) and fast (orange circles) crystal growth modes.

vation energies for growth: 3.0 ± 0.1 eV for the slow growth mode and 6.6 ± 0.2 eV for the fast
growth mode. Interesting to note that these crystallization temperatures are very close to the
estimated glass transition temperature for Ge9Sb91 of ∼181 °C based on calculations by Raoux
et al. [19]

e incubation times for both crystal morphologies found in Ge9Sb91 as function of tem-
perature are shown in Fig. 3.3b. For the highest annealing temperature used (188 °C) it was
found that only fast growth crystals are visible, as its incubation time has become shorter than
or equal to the incubation time for slow growth. For annealing temperatures below 181 °C the
sample is fully crystallized by isotropic slow growth within the incubation time pertaining to
the fast growth mode, therefore, no fast growth is found.

A more detailed optical image of both crystal modes is shown in Fig. 3.4. From the image
it can be clearly seen that the surface of the faster growing triangular shaped crystal is rougher
than the isotropic growing crystals, which exhibit a smooth surface. It also shows that there is
a difference in height between the crystalline and amorphous phases as expected, [20] but also
a difference in height between the two crystalline phases. A dendritic/seaweed-like structure
with a threefold symmetric structure can be seen in the fast growing crystals.

Additionally, the crystal morphologies grown at different temperatures were investigated.
For this, the samples were first annealed at 186 °C until both crystal morphologies developed.
Once both morphologies were clearly present and a growth rate could be determined for both,
the sample was rapidly cooled down to 170 °C aer which the temperature was again increased
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Figure 3.4 |Optical micrograph of a fastmode crystal growing around slowmode crystals in an amor-
phous background for a 200 nm thick Ge9Sb91 ölm crystallized at 186 °C

to 182 °C. Aer a short incubation time slow growth occurred again with fast growth occur-
ring aer a longer incubation time. e resulting crystalline structure is shown in Fig. 3.5a.
e applied annealing temperature does not only change the dominant growth mode, it also
influences the optical reflectivity (of the slow growing crystals) and the density of the branches
in the dendritic-like structure (of the fast growing crystals).

When comparing the two slow growth morphologies in Fig. 3.5a, the one grown at lower
temperature is darker gray and thus less reflective. Additionally, the contrast at the interfaces
between two slow growing crystals is an indication for a height difference. For the dendritic-
like growth in the fast growing crystals we see a denser dendritic-like structure at 182 °C than
at 186 °C. Atomic force microscopy (AFM) measurements confirm the change in density for
the different temperatures, see Fig. 3.5b. A height difference of 2–3 nm is found between the
amorphous phase and slow growth at 182 °C. Between the two slow growth morphologies a
similar height difference is measured. e fast growth has on average the same height as slow
growth at the same temperature. e average roughness of fast growth (∼0.8 nm RMS) is twice
the average roughness of the slow growth morphologies (∼0.4 nm RMS).

Also SEM-EDX analyses were performed to determine the local chemical compositions of
crystals formed by the slow growthmode and the fast growthmode in comparison to the initial
amorphous phase. Within the limited excitation volume probed with SEM-EDX in the 200 nm
films no relevant composition differences were found between all the phases or morphologies.
Figs. 3.4 and 3.5may give the impression that the slow and fast growthmodes can be associated
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Figure 3.5 | Slow and fast crystal growth morphologies in a 200 nm thick Ge9Sb91 ölm grown at two
temperatures. aOptical micrograph showing both growthmodes at 182 °C and 186 °C. b AFM image
showing the height difference between the amorphous phase, the slow growth mode at 182 °C and
at 186 °C and the fast growth mode at 186 °C.

with phase separation, whichmay be expected for Ge-Sb alloys, because according to the phase
diagram Ge and Sb are hardly miscible and a eutectic occurs at a composition of Ge15Sb85. [21]
However, the SEM-EDX measurements thus clearly indicate that the crystals formed by the
slow growth mode or the fast growth mode have the same overall composition equal to the
composition of the initial amorphous phase. Moreover, we have another proof that this has to
be the case, because both the slow and fast-growth modes can be responsible for the complete
crystallization of the phase-change film. e slow growth mode occurs at lower temperatures
(≤ 181 °C) and the fast-growth mode at higher temperatures (≥ 188 °C) and only at the inter-
mediate temperatures both growth modes occur simultaneously and compete. is is, by itself,
a proof that crystals grown by the slow mode cannot be the second phase due to the phase sep-
aration, because the second phase alone cannot be responsible for the complete crystallization
of the whole film.

Experiments, described in detail above for Ge9Sb91 films, were repeated for compositions
in the range from Ge6Sb94 to Ge10Sb90; see Fig. 3.6 for an overview of all results. Directly evi-
dent from Fig. 3.6 is that the crystallization temperature strongly increases with increasing Ge
concentration. Actually this implies that the same crystal growth rate is found for strongly in-
creasing temperatures when the Ge concentration increases, i.e. from about 80 °C for Ge6Sb94
to about 200 °C for Ge10Sb90. Moreover, the activation energy for crystal growth is also sig-
nificantly increasing, i.e. from 1.7 eV for Ge6Sb94 to 5.5 eV for Ge10Sb90. For Ge6Sb94 and
Ge7Sb93 only a single growth mode is observed. For Ge8Sb92 and Ge10Sb90 the same two types
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Figure 3.6 | Crystal growth rate as function of reciprocal temperature for compositions ranging from
Ge6Sb94 to Ge10Sb90. The black lines are Arrhenius öts to the data points and their slopes provide the
indicated values for the activation energies for growth.

of growth modes occur as observed for Ge9Sb91. However, there is a significant development
from Ge8Sb92 to Ge10Sb90 as can be seen in Fig. 3.6 and is explained in detail below.

For Ge8Sb92 under usual isothermal growth conditions only the fast growthmode is readily
observed. In order to detect the slow growth mode first crystals were grown for some limited
time with the fast growth mode at 160 °C. en the temperature was abruptly decreased to
about 140 °C aer which the sample is heated to temperatures in the range 150–156 °C. At these
lower temperatures still for a relatively long time the slow growth mode occurs aer which a
natural (i.e. non-induced) transition to the fast growth mode occurs. An explicit example is
shown in Fig. 3.7. Upon heating to 160 °C the fast growthmode occurs aer an incubation time
of ∼2min with a growth rate of 0.4 µm s−1. Aer cooling to 150 °C the growth mode becomes
slow and its growth rate becomes 0.3 nm s−1. Note the more than three orders of magnitude
reduction in growth rate when we only cool from 160 °C to 150 °C! Aer a subsequent incuba-
tion time of about 3 h at 150 °C, during which the slow growth mode occurred, the transition
to the fast growthmode occurs leading to a growth rate of 0.1 µm s−1, i.e. again 300 times faster
than the rate of the slow growth mode at the same temperature! is procedure resulted in a
slow growthmode that does not seem to be thermally activated. It is likely that the procedure to
first heat to higher temperatures and then to observe slow growth at lower temperatures primes
the amorphous film in such a (relaxed) state that the growth rate of the slow growth mode loses
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15 µm

Figure 3.7 | Optical micrograph of the slow and fast crystal growth modes in a 200 nm Ge8Sb92 ölm.
The inner fast growth occurred at 160 °C, the slow growth and outer fast growth at 150 °C.

its temperature dependence in this small temperature range.
ForGe10Sb90 under usual isothermal growth conditions only the slow growthmode is read-

ily observed. e fast growth mode can be detected, but only aer most of the thin film has
been crystallized. e remaining amorphous area then has become that small that it prevents
a reasonably accurate determination of the growth rate of the fast growth mode. Still it is clear,
similar as for Ge8Sb92 and Ge9Sb91, that the fast growth mode becomes more dominant at rel-
atively higher temperatures and the slow growth mode at relatively lower temperatures. e
single growth mode observed for Ge6Sb94 and Ge7Sb93 actually corresponds to the fast growth
mode as can be readily deduced from (i) the overall triangular crystal shape, (ii) the dendrite-
like structure directly associated with the surface topography and (iii) the observed trends in
growth rates when increasing the Ge concentration.

Using transmission electron microscopy (TEM) the crystal structure of the fast growth
mode was studied in more detail for 50 nm thick Ge7Sb93 films. e obtained diffraction
patterns, with a few examples shown in Fig. 3.8, hold for the R3m crystal structure that can
be described with a hexagonal lattice with a and c lattice parameters of 4.30 ± 0.06Å and
11.0 ± 0.3Å, respectively. Diffraction patterns taken at several locations along the growth path,
from the center of the crystal (where it actually nucleated) towards the crystal tips at the growth
front show a rotation of the crystal structure. In the center, point a in Fig. 3.8, the [0001] axis
of the crystal is parallel to the film normal, i.e. crystals tend to nucleate with the (0001) plane
parallel to the surface to minimize surface energy. [22, 23] However, during subsequent lateral
growth of the crystals the crystal orientation at the three tips of the triangular shaped crystals
gradually becomes tilted. At a distance of about 7 µm from the center of the crystal the [0001]
axis is tilted in the direction of growth with an angle of about 53°, such that the [2021] becomes
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Figure 3.8 | Overview TEM image of a representative crystal with the common triangular shape in a
50 nm thick Ge7Sb93 ölm where the diffraction patterns are shown for a few decisive locations, i.e. at
the center (point a) and along two of the principal growth axes (points b and c). In the center (a) were
nucleation occurred the crystal is oriented with the [0001] perpendicular to the surface. Along each
growth axis the structure rotates continuously around an axis perpendicular to the growth direction
such that the [2021] becomes perpendicular to the surface in b or c and this orientation ismaintained
during growth to b’ or c’ as schematically illustrated in the lower right panel.

oriented normal to the film; see point b and c in Fig. 3.8. is tilted orientation appears
then to be stable during further lateral growth and the same tilted orientations are found for
the points b’ and c’ . e same result with tilting from the [0001] axis normal to the film in the
center of the crystals to the [2021] axis normal to the film at the crystal tips was observed for
several crystals analyzed with TEM and seems to hold in general for all crystals (with triangular
shape) in Ge7Sb93. Apart from selected area electron diffraction patterns, we also performed
TEM-EDX analyses using a probe with a diameter of ∼5 nm to locally measure compositions
in the crystals (with triangular shape) in Ge7Sb93. Clear indications of decomposition could
not be found, although this cannot be ruled out, because its detection is strongly hampered by
the complex (transrotational) structure of the crystals and by the projective nature of the TEM
analysis which cannot observe decomposition in the projection direction. Moreover, the type
ofmorphology of these crystals strongly suggests that decomposition on a nanoscale is expected
to play a role in contrast to the slow growth mode where crystals are completely homogeneous.

In Fig. 3.9 the results of XRD measurements (in Bragg-Brentano geometry) are shown
for 400 nm thick Ge9Sb91 films, where one film was completely crystallized (at 180 °C) by
the slow growth mode (red marks and line) and another film was completely crystallized (at
190 °C) by the fast growth mode (blue marks and line). e slow growth mode can be associ-
ated with a strong texture with the [0001] axis perpendicular to the surface and the fast growth
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Figure 3.9 | XRD measurements (Bragg-Brentano geometry) for 400 nm thick Ge9Sb91 ölms, where
one ölm was completely crystallized (at 180 °C) by the slow growth mode (red marks and line) and
another ölm was completely crystallized (at 190 °C) by the fast growth mode (blue marks and line).

mode results in hardly measurable diffraction peaks, where the (0003) and the (2021) peaks
are just discernible. e relatively steep backgrounds originate from the amorphous glass sub-
strate. e strong difference in diffracted intensity in the (hkl) peaks between the slow and fast
growth modes can be attributed to the transrotational crystals being present in the fast growth
mode (see also TEM results of main article) and absence of transrotational effects in the slow
growth mode. In crystals showing severe transrotational effects the effective sizes of crystals
only showing translational symmetry (without severe bending of crystal planes) becomes very
small and explains the dramatic decrease in the diffracted intensity in the (hkl) peaks for the fast
growth mode. Still, the weak presence of the (0003) and the (2021) peaks indicate the rotation
from [0001] to [2021] perpendicular to the surface as was also observed by TEM for crystals
grown by the fast mode in 50 nm thick Ge7Sb93 films. e XRD date pertaining to the slow
growth mode indicates a c lattice parameter (of the R3m structure that can be described with
hexagonal lattice parameters) of 11.355Å (based on three peaks). e XRD date pertaining to
the fast growth mode indicates a c lattice parameter of 11.340Å based on the (0003) peak and
then the (202) peak indicates an a lattice parameter of 4.318Å. ese results compare well with
the R3m lattice parameters of pure Sb, which are a = 4.3084Å. and c = 11.274Å.

Since Ge-Sb alloys have a strong tendency to phase seperate into (nearly) pure Sb and Ge,
additional peaks due to decomposed Ge can be present. However, the XRD results do not show
any discernible peak that can be ascribed to Ge. is not necessarily means that decomposed
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1 µm

500 nm

Figure 3.10 | Bright-öeld TEM images for a 50 nm thick Ge7Sb93 ölm on a (20 nm thick) silicon nitride
membrane partially crystallized at 130 °C, showing the crystal growth fronts at the corners of the crys-
tals with a triangular shape as produced by the fast growth mode. Note the severe bending contour
contrast within the crystals that is connected to the transrotational structure of the crystals grown by
the fast growth mode.

Ge is absent, because at these low temperatures used for crystallization it is likely, that when Ge
phase separates into sufficient large volumes it still remains an amorphous phase that cannot be
detected by XRD. However, based on all results we obtained we expect that Ge phase separates
only within the fast growth mode as extremely thin (nearly atomic thick) platelets on the (001)
planes of the R3m structure. Such platelets might be observable by HRTEM, but the strong
transrotational effects in the crystals formed by the fast growth mode makes such observations
hardly possible (see also TEM images in Fig. 3.10).

3.4 Discussion

All the above results can be casted in a kind of unifying physical picture. We start with the fact
that, in the solid state, GeSb alloys are (thermodynamically) not stable in a homogeneous state,
because they want to decompose in almost pure Ge and Sb with a eutectic at a composition of
Ge15Sb85. Direct crystallization in such a decomposed (eutectic) state generates most enthalpy.
However, at low temperatures, near the crystallization temperature, which is also very close to
the glass transition temperature (as explained in the previous section), the driving force for
crystallization is high, but the atomic mobility very low (viscosity high). erefore, such de-
composition is oen suppressed. For pure Sb this does not hold and amorphous Sb already
(aer some incubation time) crystallizes at room temperature, where also explosive crystal-
lization (EC) can be ignited, indicating the importance of enthalpy release on crystal growth.
With increasing Ge concentration, amorphous GeSb becomes stable at room temperature and
shows strongly increasing crystallization temperatures as our current work shows when the
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Ge concentration increases from 6 to 10 at.%. is can be expected, because the more Ge is
added to Sb the more crystallization is frustrated. [22,24,25] Also the potential decomposition
of the alloy into the pure phases is increasingly frustrated at low temperatures. erefore, it
can be anticipated that below a certain Ge concentration at relatively low temperatures decom-
position is still possible and beyond this concentration decomposition is suppressed (but of
course decomposition at higher temperatures is still possible in agreement with observations
for temperatures beyond 300 °C). [25–27]

Our results show that this transition in growth mode is not sharp, but that two coexisting
growthmodes are observed forGe8Sb92, Ge9Sb91 andGe10Sb90. e lower temperature branch
(slow growth) corresponds to circular crystals with very smooth surfaces and the higher tem-
perature branch (fast growth) to crystals with overall triangular shape and rough surfaces and
crystal-growth fronts indicating dendritic-like growth. e explanation we propose here for
these two growth modes is that the dendritic-like mode corresponds to (partial) phase sepa-
ration such that most latent heat is released during crystallization. In the slow growth mode
crystals are formed in which Ge and Sb are still homogeneously alloyed. Because these alloyed
crystals exhibit a considerable amount of configurational entropy (x ln x + (1 − x) ln(1 − x)
in a regular solution model, with x the Ge-concentration), less latent heat is released. In the
dendritic-like case the latent heat increases the crystal growth front temperature and provides
temperature gradients across the growth-front stimulating this dendritic-like growth. More-
over, impurities are generated which are also considered an important cause for crystal growth
front instability. [8,10] In the slow growth mode the lower amount of latent heat released leads
to lower growth rates and the absence of decomposition and impurities in combination with
the lower growth rate leads to a stable growth front.

e above explanation is consistent with the experimental observations:
(1) It explains that with increasing Ge concentration, which increasingly leads to frustration
of crystallization and to higher crystallization temperatures, at relatively low temperatures the
slow growth mode is introduced and becomes increasingly dominant, because the configu-
rational entropy of the homogeneously alloyed crystal becomes larger, allowing the opening
of this new crystal growth branch. e relative increase in configurational entropy for alloyed
crystals with increasingGe concentration is obviouswhen considering the x ln x+(1−x) ln(1−x)
term of a regular solution model (with x the Ge-concentration). It explains why for Ge8Sb92
the fast growth mode is still dominant; that for Ge9Sb91 both growth branches are naturally
coexisting and that for Ge10Sb90 the slow growth mode becomes dominant (when with normal
heating rates isothermal crystallization temperatures are approached showing crystallization
aer incubation times of typically less than tens of minutes).
(2) is explanation is also consistent with the observation that for a certain Ge concentration
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the fast growth mode is becoming increasingly dominant at higher temperatures and the slow
growth mode at lower temperatures, because decomposition is suppressed at the lower temper-
atures. Moreover, it also explains that a natural transition from the slow to fast growth mode is
possible, when still aer sufficient time the slow mode is able to produce sufficient latent heat
to generate (i) a higher growth front temperature allowing more atomic mobility required for
decomposition and (ii) a temperature gradient across the growth-front (with higher temper-
ature ahead of the front in the amorphous phase) such that the growth front loses it stability
against perturbations. en, the transition to the dendritic-like growth mode occurs. On the
other hand, a transition from the fast growth mode to the slow growth mode is not directly
possible. Only by a decrease in external temperature the fast growth mode can be halted and
turned into the slow growthmode, which aer a certain incubation time then still at these lower
temperatures can switch to the faster growth mode.
(3) Obviously, it explainswhy the faster growthmode is actually faster, but it also partly explains
the exceptionally high activation energies for growth found and why this is higher for the fast
growth mode. e role played by latent heat is crucial. At higher temperatures with higher
growth rates more latent heat per unit of time is produced leading to increasing discrepancies
between the actual growth front temperature and the externally applied temperature, where
the latter is used for the Arrhenius plots to determine the activation energy for growth. is
results in an apparent larger slope (and thus activation energy for growth) in the Arrhenius
plots than when the actual growth front temperatures would be used. Note for instance that
the temperature interval in Fig. 3.3a used to determine the activation energy for growth for
both modes is only 5K. If the actual temperature interval is 10K the activation energies for
growth would be a factor two lower. Such a relatively subtle additional increase of 5 K for the
temperature difference between the lowest and fastest growth rate measured per growth mode
can be readily introduced, because the growth rates differ at least a factor three. Note that
explosive crystallization can lead to an increase in growth-front temperature, such that a liquid
layer is formed at the growth front. is is for instance possible for amorphous Si and Ge films.
[28,29]erefore the temperature increases at the growth front proposed in this chapter can be
considered verymodest and highly likely. Moreover, this explanation directly indicates that the
activation energies for growth and for overall crystallization determined experimentally have
to be considered with care.
(4) It explains the difference in growth morphologies observed. e dendrite-like structure
can actually be typified as a mixture of a dendrite, seaweed and transrotational crystal struc-
ture. Gránásy et al. elegantly showed transitions from single crystal dendritic to polycrystalline
seaweed structures. [10] In our case the structure is not single crystalline in the sense of only
a translational repeating units in the structure, but it is also not polycrystalline with decou-
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pled orientations of neighboring grains. Actually, during lateral crystal growth also a certain
amount of rotation (generally around an in-plane rotation axis tangential to the growth front)
couples the newly formed crystal region to the crystal region that was just before at the growth
front. [22, 30] However, the present transrotational crystals also show important differences
with the transrotational crystals found earlier. [22] e earlier ones still showed smooth (apart
from the curvature due to the overall shape) planar growth fronts, whereas in the present case
the growth fronts are more rough with single or double parabolic tips, see Fig. 3.10, which
are typical for dendritic or doublonic growth. [9, 11] e transition from dendritic to seaweed
growth can have a few origins, such as impurities and reducing the orientational-translational
mobility ratio, like nicely demonstrated by the work of Gránásy et al. [10] where the role played
by impurities was earlier put forward in Ref. [8]. Also in the fast growing crystals impurities,
like introduced intrinsically by the strong driving force for decomposition of the Ge-Sb phase,
will contribute to development of the observed mixture of dendritic, seaweed and transrota-
tional crystals. Although there is some disorder in tip splitting and side branching, which is
the basis for the seaweed morphology, still, images, like shown in Figs 3.4, 3.5a and 3.7, clearly
indicate that the various branches have preferential mutual orientations (angles) indicative of
dendritic growth.

Based on Molecular Dynamics simulations of the phase-change material AgInSbTe (AIST)
a proposal for an avalanche-type crystal growth mode was recently put forward. [2] Interest-
ingly, this proposed growth mode appears to couple favorably to the fast growth mode that
is observed in the present work. In Ref. [2] a bond-interchange model has been proposed,
where crystallization of amorphous AIST can be viewed as a rapid succession of diffusionless
events in such a way that the 3+3 octahedra (i.e. with 3 shorter strong bonds and 3 longer
weaker bonds also typical for pure Sb) are aligned along the crystalline c axis imposed by the
surrounding crystal. Based on reduction of surface (interfacial) energy the crystal nucleus de-
velops with the c axis perpendicular to the surface. Since AIST and the present Ge-Sb alloys
are so-called fast-growth type materials having difficulty to nucleate, this favorable orientation
is crucial for enabling nucleation. However, this is apparently an unfavorable orientation for
growth. Based on the initial symmetry therefore the 3+3 octahedra tend to rotate the c axis
in such a way that three main branches develop out of the nucleus with an in-plane mutual
angle of 120°. Our work shows that a favorable growth orientation is with the c axis inclined
53° towards the growth direction of each of the three main branches, i.e. the [2021] becomes
oriented normal to the film surface. is latter result can of course not be predicted from the
bond-interchange model proposed in Ref. [2], but the three-fold growth symmetry (cf. Figs. 3
and 6) can be understood well on the basis of this model. e favorable comparison thus holds
for the crystallography and the avalanche type crystal growth mode, but a difference is that
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we expect some nanoscale phase separation between Ge and Sb during the fast growth mode,
whereas the bond-interchange model is basically a diffusionless model.

e present explanation thus holds for phase-change materials typified as fast-growth ma-
terials (FGM) and in principle only for systems where one or more solutes (like Ge) are added
to a solvent (like Sb). However, there is nice analogy with so-called nucleation dominant mate-
rials (NDM), typically on or near the GeTe−Sb2Te3 tie line. ese materials, when crystallized,
first form at lower temperatures a meta-stable NaCl-type structure and at higher temperatures
a stable trigonal-type crystal structure closely resembling the R3m structure of Sb. Although
these two crystal growth modes in NDM do not coexist, they correspond to the same solution
as found here for FGM, i.e. with two growth modes, where one is forming a more random
(higher configurational entropic) system at lower temperatures and the other a more ordered
system at higher temperatures. In the meta-stable NaCl type structure, Te atoms are on the Cl-
sublattice sites and Ge and Sb are (together with structural vacancies) more or less randomly
distributed over the Na-sublattice sites. [31] In the stable rhombohedral crystal structure all
the atoms keep their (distorted) octahedrally coordinated position, but Ge and Sb now take an
ordered position such that an ordered layered structure is developed. For instance the stable
structure of Ge2Sb2Te5 can be described by a hexagonal lattice, where the a−b−c stacking of the
basal planes in this lattice corresponds to Te−Ge−Te−Sb−Te−Te−Sb−Te−Ge and then repe-
tition of this nine layer basic building block. [32] is clearly demonstrates the more ordered
structure at higher temperatures and a more random meta-stable crystal structure at interme-
diate temperatures. A very similar solution as found here.

e present physical picture can potentially also be related to the observation that the
growth rate extrapolated to Tgwas found to be 105 times faster than would be calculated from
the viscosity of 1012 Pa s at the glass transition. [14] e reason is that the viscosity is correlated
with the actual glass transition temperature, but that the growth rate due to the release of latent
heat corresponds to an actually higher temperature at the crystal growth front.

3.5 Conclusions

Crystal growth has been studied in detail for GexSb100−x thin films with x = 6, 7, 8, 9 and
10 for film thicknesses ranging from 50 to 400 nm. e crystallization temperature increases
from about 80 °C for Ge6Sb94 to about 200 °C for Ge10Sb90 and simultaneously the activation
energy for crystal growth also largely increases from 1.7 eV to 5.5 eV. For Ge6Sb94 andGe7Sb93
a single growth mode was observed, but in the three alloys with higher Ge concentration two
competing growth modes were observed. A slow growth mode produces circular crystals, hav-
ing smooth crystal growth fronts and surfaces and a fast growth mode produces crystals with a
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triangular shape, having clearly rougher growth fronts and surfaces corresponding to a growth
morphology which is a mixture of dendritic/seaweed/transrotational growth. Crystals formed
by both growth modes have the same overall composition, remaining equal to the initial com-
position of the amorphous phase. e slow growth mode can only be invoked with difficulty in
Ge8Sb92 (and is absent inGe6Sb94 andGe7Sb93), is generally only initially dominant inGe9Sb91
aer which it is overrun by the fast growth mode, but becomes dominant in Ge10Sb90, where
only in the latest stages of crystallization the fast mode appears. For a certain Ge concentra-
tion the slow growth mode is dominant at the lower temperatures and the fast growth mode
at higher temperatures, but there is an overlapping temperature interval where the initial slow
growth mode is naturally overtaken by the fast growth mode. ese observations demonstrate
that the common view that the growth rate in-between the glass transition temperature and
the melting temperature is a continuous function of temperature is not correct, because there
can be orders of magnitude differences in growth rate at a single temperature for the different
growth modes. For instance, data retention of phase-change memory is predicted erroneously
when measurement data is extrapolated to lower temperatures, but where the growth mode
also changes when going to lower temperatures.

Latent heat released upon crystallization is considered a crucial element explaining the
above results. In the fast growth mode more latent heat is generated than in the slow growth
mode and we attribute this to (partial) decomposition of the GeSb phase in case of fast growth
and absence of decomposition in case of slow growth. In this way the growth velocity can be
much faster than would be calculated from the viscosity at the external temperature, because
latent heat raises the crystal growth front temperature. For Ge8Sb92 orders of magnitude differ-
ences in growth rate between the slow and fast growth mode are observed at the same external
temperature, which are attributed to differences in enthalpy release and to differences in growth
front temperature.

e fast-growth mode observed in this chapter shows interesting correspondence with a
recently proposed bond-interchange model predicting an avalanche-type crystal growth mode
in AgInSbTe phase-change alloys.
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Chapter 4

Laser accelerated crystallization

Abstract. For a proper understanding of crystallization kinetics it is preferred that
isothermal studies are performed over a wide range of temperatures. However, such studies
are generally confined to relatively low temperatures due to limitations in heating ramp
rates, where crystallization should not start before the sample has become equilibrated at
the desired isothermal temperature. For this reason the temperature range that could be
studied in the previous chapter 3 was relatively small, also because of the high activation
energies for growth that hold for the studied phase-changematerials. In the present chapter
we extend the temperature range by applying laser-pulse heating in addition to isothermal
heating of the phase-change film. We are able to optically study crystal growth at elevated
temperatures not reachable using standard isothermal techniques. Still, laser pulses with
durations of typically one second are used and this time is much longer than the time (less
than 1ms) required by the film to equilibrate at a certain laser-induced temperature. is
way the crystal growth rates of several GeSb alloys are observed in a direct manner over six
orders of magnitude. We find a non-Arrhenius temperature dependence for crystal growth
and show that the growth can be well described based on a viscosity model incorporating
the fragility of the supercooled liquid (glass) as an important parameter.

4.1 Introduction

Crystal growth in phase-change films is a temperature activated process. Methods for study-
ing the crystal growth properties from room temperature up to and slightly above the glass-
transition temperature are well established, and can be applied by, for example, placing a phase-
change film on a hot plate or in a heating holder or furnace and using optical, atomic force or
electron microscopy to study the crystal growth. [1, 2] Only microscopy-based techniques are
able to directly determine crystal growth rates, because many other techniques like resistance
measurements, differential scanning calorimetry, X-ray diffraction, etc. can be used tomonitor
the overall crystallized fraction, but cannot make a distinction between nucleation and growth.
ese techniques are generally also combined with isochronal (for a range of heating rates)

In preparation as Laser Accelerated Isothermal Crystal Growth in Ge-Sb Phase-Change Films,
G. Eising, T. Van Damme, A Pauza and B. J. Kooi
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instead of isothermal (for a range of temperatures) measurements making the analysis of the
crystallization kinetics somewhat more approximate. Still, a drawback of isothermal measure-
ments is that they generally limit the maximum growth rate that can be accurately measured
in-situ (in our case for the optical method applied in the present thesis this is ∼5 µm s−1). e
reason for this limitations is mostly imposed by the (relatively slow) heating rates used to reach
the isothermal temperature in combinationwith the requirement that crystallization only starts
when the sample has become stabilized at the isothermal temperature.

In this chapter we will make an effort to optically observe crystal growth at higher tem-
peratures, and thus higher growth rates, by using a laser to additionally heat the film and by
monitoring the growth using a high speed camera. As explained, the benefit of optical mi-
croscopy over other methods to measure crystal growth at high temperatures, [3, 4] is that we
can easily distinguish between the contribution of nucleation and growth. Moreover, phase-
change materials are renowned for their excellent optical contrast between the amorphous and
crystalline phase as exploited in rewritable optical disks (CD, DVD), making optical studies
particularly suited. e assumption of Arrhenius-type growth behavior at temperatures higher
than reachable with the standard isothermal experiments, like performed in the previous chap-
ter 3, will be tested. In order to do so, we still have to assume that we can measure isothermal
crystal growth during the laser heating. is assumption holds, because (i) the duration of
the laser pulse of the order of one second (where the laser reaches its set power level in ∼2 ns)
is clearly longer than required by the sample to become equilibrated with respect to the laser
heating (less than a ms) and (ii) we actually can measure (in a confined region) constant crystal
growth velocities which is a clear indication of a constant temperature, because the growth rate
is strongly temperature dependent.

4.2 Experimental

4.2.1 Samples

e samples used in this chapter consist of 200 nm thin films with a GexSb100−x composition
(with x = 6, 7, 8 and 9) on a 1.3mm thick glass substrate. e films were deposited and further
processed as described in section 2.1.

4.2.2 Setup

Additional heating in the sample during isothermal heating was induced by focusing a 640 nm
diode laser (CoherentObis 640-100) with variable output power (40 to 110mW) on the sample.
e onset time to reach this power is less than 2 ns. e laser beam is at an incidence angle equal
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d

c

b

a

θB

e

Figure 4.1 | Schematic overview of the laser setup. a High speed optical camera. b Diode laser. c
Focusing optics. d Samplewith a 200 nm thick GeSb ölm on a 1.3mm thick glass substrate. e Ceramic
heater. The angle between the incident laser and the sample surface should be close to the Brewster’s
angle, guaranteeing a maximum absorption in the ölm and minimum reøection.

to Brewster’s angle θB (≈13° for the used films) [5] to minimize the reflection of the laser on the
film, [6] see Fig. 4.1. Due to the angle, the circular laser beam creates a spot on the film with an
elliptical shape with radii of a ≈ 250 µm and b ≈ 110 µm (spot size 1). By using different optics
a second, larger, spot size was created with radii of a ≈ 1000 µm and b ≈ 450 µm (spot size 2).
Optical recordings of the filmwere taken using a Photron 1024 PCI high speed camera, capable
of recording up to 100 000 frames per second (fps). However, due to the limited resolution
available at the maximum frame rate, we used recording rates of 1000 fps with a resolution of
1024 × 1024 pixels and 3000 fps with a resolution of 512 × 512 pixels. e duration of the laser
pulse was 1 s to 1.4 s. is duration was long enough to obtain a constant growth rate around
the center of the laser spot.

4.2.3 Image analysis

e recordings were analyzed using line profiles as outlined in section 2.3 due to the local na-
ture of the temperature increase. Additionally, the laser spot has a Gaussian power profile and
therefore the crystal growth rates were determined around the center of the laser spot parallel
to the long axis of the elliptical laser spot.

4.2.4 Local temperature estimation

An important part of the performed experiment is the determination of the local temperature
at the laser spot. Direct measurement of the temperature proves to be difficult and therefore,
we use an estimation of the temperature. For this, we assume that the crystal growth in the
Ge6Sb94 films shows Arrhenius behavior and follows the fit obtained in chapter 3 also in the
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Figure 4.2 | Calibration of the temperature increase for given laser power. a Growth rate as function
of laser power. By assuming Arrhenius-type growth behavior (gray line) for the Ge6Sb94 alloy ölm,
the temperature increase ΔT due to the laser pulse is determined. b Temperature differences, as
determined based on the method in a, are plotted against laser power.

temperature range used in this chapter. As we will explain later, there is a good reason to make
this assumption. In this way we can calculate the local temperature once wemeasure the crystal
growth rate, see Fig 4.2. e growth rates are measured for different laser powers with the sub-
strate at a fixed temperature of 90 °C (spot size 1) or 95 °C (spot size 2), see Fig. 4.2a. Using the
Arrhenius fit obtained from isothermal experiments the temperature increase due to the laser
pulse is determined (ΔT in Fig. 4.2a) and plotted as function of the laser power, see Fig. 4.2b.
is was done for both spot sizes. For spot size 2 we find a nearly linear relation between the
temperature increase and the laser power. For spot size 1 we find a decrease in the slope. is
is attributed to increased heat dissipation due to an increased temperature difference with the
surroundings. Second-order polynomial fits are used to interpolate the temperature increase. It
is noted that, for laser-heating temperatures significantly higher than the temperature at which
the calibrations were performed, the temperature increase for a given laser power is reduced
(due to an increasing temperature difference with the surrounding and thus an increasing en-
ergy dissipation). e calibration thus provides an upper boundary of the temperature increase
due to laser heating, whereas the extrapolation of the Arrhenius fit from the lower temperature
region without laser heating (to higher temperatures) provides a lower boundary.
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4.3 Results and discussion

e obtained crystal growth rates for the different alloys for both laser spot sizes together with
the standard results from chapter 3 are shown in Fig. 4.3. With these standard isothermal
experiments crystal growth rates up to ∼5 µm s−1 could be obtained. Growth rates of up to
∼20mm s−1, i.e. 4000 times faster, are reached using the smallest laser spot size. e Ge6Sb94
films show, by assumption, no deviation from the isothermal fit. For Ge7Sb93 and Ge8Sb92
we initially see that the data points are following the isothermal Arrhenius fit, but at higher
temperatures the growth rate becomes lower than expected from extrapolating the Arrhenius
fit. For Ge9Sb91 this deviation is already observed at ∼10 µm s−1. e change in slope of growth
rate indicates a temperature dependence of the activation energy for growth.

e Arrhenius fits obtained from the crystal growth rates below 10 µm s−1 show, when
extrapolated to higher temperatures, that Ge9Sb91 reaches higher crystal growth rates than
Ge6Sb94 (see Fig. 4.3). is is unexpected behavior, because it is well-established that GeSb
alloys with a higher antimony concentration show higher maximum crystallization speeds. [7]
is indicates that the slope of the measured growth rates of Ge9Sb91 has to decrease at higher
temperatures to lower the crystal growth rates (compared to theArrhenius fit extrapolated from
the region with growth rates below 10 µm s−1) such that they remain below the crystal growth
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rates of Ge8Sb92, which in turn should remain below the ones of Ge7Sb93 and Ge6Sb94. Indeed,
by applying our method to determine the temperature increase due to laser heating, we mea-
sure crystal growth rates showing this natural evolution with the ones of Ge9Sb91 remaining
belowGe8Sb92, etc. (see Fig. 4.3). In this wayGe9Sb91 showsmost pronounced non-Arrhenius
behavior, whereas Ge6Sb94 has to show most pronounced Arrhenius behavior. Actually, this
is also our justification for making the explicit assumption that Ge6Sb94 keeps its Arrhenius
behavior also during laser heating. Otherwise we were not able to estimate the temperature in-
crease due to laser heating. is whole scheme seems like a circle reasoning, but the combined
results in Fig. 4.3 for the various GeSb alloys show that there is in principle no alternative so-
lution, i.e. the result has to be that Ge9Sb91 shows most pronounced non-Arrhenius behavior,
whereas Ge6Sb94 has to show most pronounced Arrhenius behavior. Interesting to note is that
only in the last few years crystal growth rates at sufficiently different temperatures have been
determined for phase-change films (although generally indirectly), such that non-Arrhenius
behavior could be established. [3, 8] In this respect, the result for Ge9Sb91 is not unexpected,
but it is the first microscopy-based result, where crystal growth has beenmeasured directly and
shows non-Arrhenius behavior. On the other hand, very recently a smart method was demon-
strated, showing that the crystal growth rate for the AgInSbTe phase-change material (that is
also a well-known fast-growth-type PCM, like our GeSb alloys) follows strict Arrhenius behav-
ior for over eight orders of magnitude (from ∼10 nm s−1 to ∼1m s−1). [4] In this respect, the
assumption that Ge6Sb94 follows strict Arrhenius behavior between 100 nm s−1 and 3mm s−1

(over four orders of magnitude) is also certainly possible.

4.3.1 Viscosity and fragility

Recently, interesting work has been done on studying the crystal growth rate, viscosity, and
coupled, the fragility of phase-change materials at high temperatures, relevant to phase-change
memory applications. [3, 4] Using Flash Differential Scanning Calorimeter (DSC) Orava et
al. studied the widely used, nucleation-dominated, phase-change material Ge2Sb2Te5over a
large temperature range, making it possible to study the crystallization at high crystal growth
rates. [3] e downside of using this method is that several assumptions were needed to ex-
tract the crystal growth rates from the DSC measurements, where it is particularly difficult to
distinguish between the contribution of nucleation and growth. However, they showed nicely
that using the new Flash DSC technique it is well possible to study a phase-change material at
high temperatures and that Ge2Sb2Te5exhibits a strongly non-Arrhenius growth dependence
and high fragility above the glass transition temperature. [3] A more direct approach was done
by Salinga et al. using laser-based time-resolved reflectivity measurements. [4] ey showed

42



4.3. Results and discussion

that the fast-growth material AgInSbTe exhibits a strong Arrhenius behavior over eight order
of magnitude, also close to the maximum growth rate. eir whole analysis indicated that
AgInSbTe should have an extremely high fragility. Both articles derive the viscosity from the
measurement data to study the crystallization properties near the melting temperature.

To calculate the viscosity η(T) from the crystal growth rate u(T) we use the following equa-
tion: [4, 9]

η(T) =
4ratomkBT

3πλ2Rhydu(T) ว1 − exp ว−ΔG(T)
kBT ศศ (4.1)

with ratom the atomic radius (∼1.5Å), λ the diffusional jump distance (∼1Å), Rhyd the hy-
drodynamic radius (∼0.5Å) and kB the Boltzmann constant. ese values are based on those
reported for AgInSbTe. [4] e omson-Spaepen approximation is used to estimate the gain
in Gibbs free energy ΔG(T): [10]

ΔG(T) = ΔHm
Tm − T
Tm ว

2T
Tm + Tศ (4.2)

with ΔHm the heat of fusion (∼0.22 eV at−1) [11] and Tm the melting temperature (∼882K for
Ge8Sb92 and ∼878K for Ge9Sb91). [12]

e viscosity of glass-forming liquids can be modeled by: [13]

log10 η(T) = log10 η∞ + (12 − log10 η∞)
Tg
T

exp
๙ว

m
12 − log10 η∞

− 1ศ ๖
Tg
T

− 1
๗๚

(4.3)

with η∞ the infinite temperature viscosity (log10 η∞ ≈ −3), Tg the glass transition temperature
and m the fragility.

e crystal growth rates measured for Ge8Sb92 and Ge9Sb91, shown in Fig. 4.3, were used
to calculate the viscosity as function of temperature using Eq. (4.1). e results are shown in
Fig. 4.4. Using themodel proposed byMauro et al. (Eq. (4.3)) the data is fitted and the fragility
m is obtained for both alloys. For Ge8Sb92 m ≈ 61 and m ≈ 59 for Ge9Sb91. To obtain a good
fit the glass transition temperature was set to ∼382K for Ge8Sb92 and ∼395K for Ge9Sb91.

Compared with AgInSbTe [4] and Ge2Sb2Te5 [3] the fragility is significantly lower, indi-
cating that these GeSb alloys are a stronger liquid than Ge2Sb2Te5and AgInSbTe. No literature
data could be found for the Tgof Ge8Sb92 and Ge9Sb91. Comparing with Ge12Sb88, for which
a Tgof ∼466K has been reported, [11] the obtained values seem plausible.

4.3.2 Extrapolating crystal growth rates

e popular Arrhenius model, also applied in this thesis, is oen not valid for the entire tem-
perature regime of interest for a specific material. As shown in Fig. 4.3, if Arrhenius-type
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Figure 4.4 | Viscosity as function of reciprocal temperature for Ge8Sb92 (blue symbols) and Ge9Sb91
(green symbols). Using Eq. (4.1) the viscosity is calculated from the crystal growth rates as shown
in Fig. 4.3 (diamond and triangles). The viscosity is ötted with Eq. (4.3) (gray solid lines). The glass
transition temperatures obtained from the öts for Ge8Sb92 and Ge9Sb91 are ∼382 K and ∼395 K, re-
spectively (open circles).

growth behavior would hold up to the melting temperature, Ge9Sb91 should have a higher
crystal growth rate at ∼200 °C than the other three measured GeSb compositions. From liter-
ature we expect a tendency that GeSb compositions with less germanium show higher maxi-
mum growth rates instead. [7] Indeed, using the laser induced crystallizationmeasurements we
do find non-Arrhenius growth behavior for crystal growth rates above the range probed with
standard isothermal measurements. is does, however, mean that the growth rates cannot be
extrapolated toward the melting temperatures, of interest for applications, using Arrhenius fits.

e viscosity model does give a good fit for the combined isothermal and laser measure-
ments, and is therefore a good candidate model for extrapolating the crystal growth rates to
higher temperatures. By reversing Eq. (4.1) and plugging in Eq. (4.3) with the parameters
m and Tg obtained for Ge8Sb92 and Ge9Sb91 a prediction is made for the crystal growth rate
at temperatures approaching the melting temperature and additionally maximum growth rates
are found for both alloys (see Fig. 4.5). emaximumgrowth rate found in thisway forGe8Sb92
is umax = 15m s−1.

e obtained maximum growth rate is lower than what could be expected from ref. [7]
where a growth rate of ∼58m s−1 was measured for Ge10Sb90 films, which should have a lower
maximum crystal growth rate due to the higher concentration of germanium. e experiments
present in ref. [7] were, however, done on melt-quenched films, whereas our experiments are
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blue lines are the growth rates extracted from the viscosity öt by reversing Eq. (4.1) for Ge8Sb92 and
Ge9Sb91. The data for Ge2Sb2Te5, Si and SiO2 was adapted from [16].

done on as-deposited material. In general, a shi to a lower crystallization temperature can
be expected when going from an as-deposited film to a melt-quenched film. For example, for
Ge15Sb85 a decrease of 42K has been reported. [14] Earlier work from our group for Ge and In
doped SbTe alloys showed that the same crystal growth rates occurred at temperatures about
25K lower for melt-quenched than for as-deposited materials. [15]. Such shis to lower tem-
peratures make it possible to reach, by our model, the maximum growth rate like the 58m s−1

reported.
For phase-change materials it is desirable to have as high as possible maximum crystal

growth rates allowing fast switching of the memory, but also crystal growth rates that become
extremely slow at the maximum allowed operating temperature of the memory (like 100 °C)
to give good data retention to the memory. Comparing the different materials in Fig. 4.5,
these conflicting requirements seem to be best met by the Ge8Sb92 and Ge9Sb91 alloys. For
the most popular phase-change material Ge2Sb2Te5 it is indeed known that both its retention
behavior and its switching speeds are rather modest, inspiring strong attempts to find mate-
rials with improved phase-change properties. Fig. 4.5 of course only shows a (small) part of
the story, because for instance (i) it is known that GeSb alloys are more prone to phase separa-
tion than Ge2Sb2Te5 and therefore cell endurance (cyclability) is clearly more an issue for the
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former alloys and (ii) the results for all the phase-change materials shown in Fig. 4.5 hold for
as-deposited films and have limited value, because in practice always melt-quenched materi-
als are used which generally show different behavior (e.g. lower crystallization temperature as
explained above).

4.4 Conclusions

We have successfully demonstrated a method to optically study crystal growth rates at high
temperatures, almost four orders of magnitude higher than reachable with previous standard
isothermal measurements, by combining laser and isothermal heating with high speed optical
microscopy. e local temperature increase due to the laser pulse was estimated providing
an upper and lower bound for the temperature at a certain growth rate. Aer transposing
the crystal growth rate versus temperature to the viscosity versus temperature a good fit was
obtained for the fragile behavior of the viscosity (m ≈ 60), also allowing for a prediction of the
crystal growth rates with a certain maximum rate (15m s−1) at temperatures near the melting
temperature.
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Chapter 5

Stress-induced crystallization

Abstract. In this chapter we demonstrate the large effects of moderate stresses on the
crystal growth rate in Ge-doped Sb phase-change thin films using direct optical imaging.
For Ge6Sb94 andGe7Sb93 phase-change films, a large increase in crystallization temperature
is found when using a polycarbonate substrate instead of a glass substrate. is increase is
attributed to the tensile thermal stress induced in the phase-change film due to a differ-
ence in thermal expansion coefficient between the film and the polycarbonate substrate.
By applying a uniaxial compressive stress to a phase-change film, we show and explain that
isotropic crystal growth becomes unidirectional (perpendicular to the uniaxial stress) with
a strongly enhanced growth rate. is is a direct proof that modest stresses can have large
consequences for the amorphous phase stability and for the crystal growth rates, and these
stresses are thus highly relevant for memories based on phase-change materials.

5.1 Introduction

Phase-change materials (PCMs) have aroused strong interest due to their suitability for electri-
cal nonvolatile memory devices. [1–4] e ability to switch in tens of nanoseconds between the
amorphous and crystalline phases at elevated temperatures used for switchingwhile still having
a long retention at the basic operating temperatures (e.g., < 100 °C) in combination with the
excellent prospects for downscaling makes PCM devices promising for next-generation mem-
ory devices and as a replacement for flash memory. [4] e stability and electrical resistance
of the PCM cells are affected by stresses present in the cell, [5, 6] and it is, therefore, of great
importance to understand how these stresses influence the stability of the amorphous phase
and the (re)crystallization process. Here, we show for the first time direct proofs that modest
compressive stresses (e.g., 70MPa) applied to PCM thin films can accelerate the crystal growth
rate at a given temperature by a factor of 60. ese results are highly relevant for memory de-
vices because such modest stresses are easily introduced in the PCM in the devices and may
even vary with this magnitude on a single bit level.

Based on Stress-Induced Crystallization of Ge-Doped Sb Phase-Change in Films,
G. Eising, A. Pauza and B.J. Kooi, Crystal Growth & Design 13, 220 (2013)
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e switching of a PCM from amorphous to crystalline is, depending on the PCM com-
position, accompanied by a decrease in volume of typically 5–10%. [7] When the PCM has
no degrees of freedom to expand or contract (for instance, in a memory cell) and the volume
change is accommodated fully elastically, this would result in a (hydrostatic) stress on the order
of GPa’s. Most studied PCMs are, however, present in thin film form with a free surface, and
then there is little constraint toward a dimensional change perpendicular to the surface. Only
in-plane stresses on the order of a GPa can be expected. However, generally much smaller in-
plane stresses are found, indicating that only a relatively small fraction of the volume change is
accommodated elastically. e missing stress is thus relaxed by plastic deformation or viscous
flow in the amorphous phase. For instance, approximately 9% of the total volume decrease
upon crystallization (of various SbTe alloys with a film thickness of around 50 nm) was found
to be transformed into elastic in-plane stress. [8] Nevertheless, this still leads to significant in-
plane stresses of 100–200MPa.

e decrease in volume upon crystallization suggests that a compressive stress aids the crys-
tallization process. Indeed, under hydrostatic pressure, an amorphous Ge2Sb2Te5filmwas even
crystallized at room temperature. [9] However, it was also found that, when capping layers ex-
ert an in-plane compressive stress on a thin Ge2Sb2Te5film, the crystallization temperature
was increased. [10] However, the effect of capping layers on the stress state in the PCM was not
determined in these cases, only showing the direct effect that capping layers can increase the
crystallization temperature, particularly for extremely thin PCM films with a thickness below
10 nm. In contrast, there is clearly more convincing evidence that, upon crystallization, always
tensile stresses develop in Ge2Sb2Te5films and that capping layers strongly increase the mag-
nitude of the tensile stress. [11, 12] Microcantilevers were used to act as sensors for measuring
crystallization-induced density changes and stresses. [12] Still, these measurements only deter-
mine the response of the material system, but do not apply and systematically vary stresses to
measure their influence on PCM properties. Here, we show for the first time the influence of
applied stresses on the crystal growth in PCM films by employing a four-point bending stage
and direct optical detection of the effect of applied compressive stresses. Additionally, we will
show the effect soening of the substrate has on the crystal growth properties.

5.2 Experimental section

5.2.1 Samples

Samples investigated consist of 200 nm thin films with a Ge6Sb94 or Ge7Sb93 on a 1.3mm thick
glass or polycarbonate substrate. e films were deposited and further processed as described
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in section 2.1. For the bending experiment the polycarbonate samples were cut to dimensions
of 5mm × 25mm. For the isothermal experiments, samples with dimensions of 5mm × 5mm
were used.

5.2.2 Four-point bending stage

To apply a uniform stress to the phase-change film a four-point bending stage was developed,
see Fig. 5.1. By applying a certain deflection to the two inner supports of the four-point bending
setup, a uniform moment is created in between these two inner supports. is results in a
constant curvature 1/R of the beam within the two inner supports. For our work, only the
region in between these two inner beams is relevant. Next, it is important to note that we have
a (200 nm) thin film on a (1.3mm) thick substrate. erefore, the gradient in stress over the
thickness of the whole sample during bending, which ranges from compressive on one side
to tensile on the other side of the sample, can be neglected for the thin film. is results in a
uniform unidirectional stress being applied in the thin film perpendicular to the bending axis.
e in-plane stress σbending in a thin film on a substrate with thickness h is given by

σbending = Md
I

,

M = EI
R

, d = h
2
,

⇒ σbending = Eh
2R

,

(5.1)

with M the bending moment, d the vertical distance between the film and center of the beam,
I the moment of inertia, E the Young’s modulus of the polycarbonate substrate (2.3GPa [13]),
h the thickness of the beam and 1/R the curvature of the beam in between the two inner sup-
ports. By measuring the deflection at the center relative to the two inner beams using a vernier
caliper, the curvature of the substrate is calculated from which the stress in the film can be cal-
culated, see equation (5.1). Different stresses ranging between 10 and 120MPa were applied
by using different deflection distances. In the bending experiments, we used samples with a
polycarbonate substrate.

5.3 Results and discussion

Ge6Sb94 and Ge7Sb93 were selected as the phase-change materials to study, since they have a
crystallization temperature around 100–140 °C, [14] well below the glass transition tempera-
ture of the polycarbonate substrate of 150 °C, but still they have a stable amorphous phase at
room temperature. Moreover, Ge6Sb94 and Ge7Sb93 are fast-growth materials having a very
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Figure 5.1 | Schematic overview of the bending stage (left) and an image of the actual bending stage
(right). aHigh speed optical camera. bAluminum top bar to deöne a certain deøection of the sample.
A hole is present in the center of the bar to allow observation of the sample. Two steel rollers are the
contact points with the sample to allow the sample to slide freely along the bar while bending. c
Sample with a 200 nm thick Ge7Sb93 ölm on a 1.3mm thick polycarbonate substrate. d Brass bottom
plate with two steel rollers to allow the sample to move freely. e Steel rollers reducing friction of the
samplewith the stage. f Aluminummounts for the bottomplate and top plate. gWashers to limit the
maximum deøection distance.

low nucleation rate, resulting in large crystals, whose growth can be easily monitored optically.
Isothermal crystallization experiments were performed in situ for both substrates, see Fig. 5.2a.
Crystal nucleation only occurred sufficiently long aer the isothermal annealing temperature
is reached, and therefore, the growth rates correspond to truly isothermal processes. From the
recorded images, it was evident that the crystal growth rate at a certain temperature is inde-
pendent of time.

Isothermal measurements for the Ge6Sb94 films were performed for the glass substrates
for T = 90 °C up to T = 120 °C and for the polycarbonate substrates for T = 100 °C up to
T = 135 °C with steps of 5 °C. e samples were heated to the desired temperature at a rate
of 20 °Cmin−1. e temperatures were stable within 0.2 °C. For each temperature, the crystal
growth rate was determined and plotted in an Arrhenius plot (see Fig. 5.2b), where linear fits
provided the activation energy for growth. For both substrates similar activation energies are
found: Eg = 1.68 ± 0.07 eV and Eg = 1.70 ± 0.07 eV for the polycarbonate and glass substrates,
respectively. e intercepts are at ln(G) = 47.9 ± 1.0 and ln(G) = 50.5 ± 1.0, withG the growth
rate in µm s−1. is significant difference corresponds to a 6–7 times higher crystal growth rate
on the glass substrate (compared to the polycarbonate substrate) for a given temperature in
the temperature range discussed. To obtain a similar crystal growth rate on the polycarbonate
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Figure 5.2 | aOptical recordings of crystal growth in a Ge7Sb93 ölm at 140 °C on glass and polycarbon-
ate substrates showing similar crystal growth on both substrates. b Crystal growth rate versus recip-
rocal temperature for Ge6Sb94 (ölled symbols) and Ge7Sb93 (open symbols) phase-change ölms on
glass (squares) and polycarbonate (diamonds) substrates. The activation energies for crystal growth
found are similar for both substrates. A shift to signiöcantly higher crystallization temperatures is
found when using a polycarbonate substrate instead of a glass substrate.

substrate as that on the glass substrate, the annealing temperature has to be increased by 15 °C.
Similar results were found for the Ge7Sb93 films between T = 110 °C and T = 160 °C. An
activation energy for growth of Eg = 2.17 eV was determined for the polycarbonate substrate
and Eg = 2.19 eV for the glass substrate. Similar to Ge6Sb94, there is a significant difference
in the offset: ln(G) = 58.3 ± 1.0 for the polycarbonate substrate, and ln(G) = 62.1 ± 1.0 for
the glass substrate. is corresponds for a given temperature to a 20–25 times higher crystal
growth rate on the glass compared to the polycarbonate substrate.

is difference in offset (crystallization rate/temperature) is attributed to the difference in
thermal expansion between the substrates and the phase-change film, resulting in large differ-
ences in thermal stresses. e thermal expansion coefficients for the different materials used
are [13] αSb = 8.5 × 10−6 K−1 for antimony,1 αPC = 65 × 10−6 K−1 for polycarbonate and
αGl = 9.0 × 10−6 K−1 for glass. e in-plane biaxial stress in the phase-change film due to the
difference in thermal expansion between the film and the substrate is estimated by

σ// = E
1 − ν

ΔαΔT (5.2)

1We use αSb as the thermal expansion coefficient for the phase-change films since data could not be found for the
alloys used and their composition is relatively close to pure Sb.
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where E is the Young’s modulus of the film (= 54.4GPa), ν is the Poisson’s ratio of the film
(= 0.25), Δα the difference in thermal expansion coefficient between the substrate and the film,
and ΔT is the change in temperature. In this case, it is assumed that the strain in the film com-
pletely accounts for the difference in thermal expansion between the film and the substrate and
that no significant stresses develop in the substrate. Moreover, isotropic elasticity is assumed.
Within this framework, an in-plane tensile stress of σ ≈ 400MPa is expected in the PCM film
on the polycarbonate substrate at 115 °C, whereas the stress is almost zero on the glass substrate.

e large difference in the growth rate for a given temperature depending on the substrate
can be explained by this stress difference. As the amorphous film crystallizes, an in-plane ten-
sile strain is introduced in the crystalline phase, as outlined above. During the crystallization
process, enough (thermal) energy has to be provided to the system to overcome this tensile
strain. Although the thermal stresses introduced in the film due to the mismatch with the sub-
strate will relax, a significant elastic stress will remain. is stress, depending on its sign, will
lower or increase the tensile strain that has to be overcome during crystallization and thus the
energy needed for crystallization. is results, in agreement with the observations, in a signif-
icantly lower crystal growth rate at a given temperature for in-plane tensile stresses induced by
the polycarbonate substrate in the PCM film compared to the fairly stress-free state in the case
of the glass substrate. Direct proof that significant tensile stresses are present in the PCM films
on polycarbonate substrates comes from the observations that, at high heating rates, cracks de-
velop in the PCM film and, for the same heating rates, cracks were not observed in the PCM
films on the glass substrates.

When the polycarbonate substrate is heated above the glass transition temperature Tg a
transition is found from a tensile stress to a compressive stress in the film. Additionally, buck-
ling in both the amorphous and crystalline surface is observed. In appendix A the observed
measurements are explained in more detail.

Amore direct and controllablemethod to prove the large influence of stresses on the crystal
growth is to use a four-point bending stage, as described in the experimental section. We veri-
fied that, in all cases, the film stays attached to the substrate and thus follows the elastic strains
of the substrate. We could only use compressive stresses in the PCM films, because when we
tried tensile stresses, the PCM films showed cracks, which prevent any relevant analysis of the
influence of tensile stresses on the growth rate.

e whole stage, including the sample with a Ge6Sb94 film, was heated to 115 °C before
the bending was performed to prevent relaxation of the applied stresses during the heating
and annealing process. is turned out to be crucial. Aer small, but optically clearly visible,
crystals had formed in the film with an average diameter of 30 µm, the compressive bending
stress was applied. As soon as the stress was applied, it was clearly visible that the crystal growth
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ba c

250 µm

Figure 5.3 |Crystal growth during a 70MPa bending experiment at 115 °C in a Ge6Sb94 ölm on a poly-
carbonate substrate asmonitored optically. The arrow indicates the direction of the bending axis; the
applied unidirectional in-plane compressive stress is perpendicular to the bending axis. a Isotropic
crystal growth is visible before bending. b 75 s after the onset of bending the sample, crystal growth
parallel to the bending axis is clearly visible. This one-dimensional growth occurs at a signiöcantly
higher speed than the isotropic growth before bending. c After 270 s, crystal growth has become
nearly two-dimensional again, resulting in elongated crystals.

became severely anisotropic; see Fig. 5.3. For small stresses (< 50MPa), the crystals became
diamond-shaped, elongated along the bending axis. For larger stress, the crystals initially only
grow in one direction at amuch higher growth rate than before bending (Fig. 5.3b), resulting in
long thin crystalline needles parallel to the bending axis originating from the isotropic grown
crystals already present. Aer the initial fast one-directional growth, the growth rate decreased
and the crystal growth continued in all directions (Fig. 5.3c). e same effects were observed
in Ge7Sb93 films.

In agreement with the isothermal experiments, where in-plane thermal tensile stresses in-
creased the crystallization temperature, we now see during the bending experiments a strong
increase in crystal growth rate at a certain temperature, that is, a decrease in crystallization
temperature when compressive stresses are applied.

For understanding the effect on crystallization of applying a 1D compressive stress to a
thin film, the analogy with applying a 1D tensile stress on crack opening and crack growth in a
thin film is very instrumental. Figure 5.4 shows a schematic representation of this clear analogy.
Under tensile stress, the original circular crack grows in a direction perpendicular to the applied
stress in order to relax the residual stress in the system. Similarly, the original circular crystal
grows perpendicular to the applied compressive stress in order to relax the residual stress in the
system for the general case that the crystalline phase has a higher density than the amorphous
phase.

e crystal growth during the bending experiment was observed and analyzed as described
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a b

Figure 5.4 | Analogy between a crack growth in a plate under a one-dimensional (1D) tensile stress
and b crystallization under a 1D compressive stress.

above. However, a drawback of the planar fitting used is that it gives a large error at the edges;
a sharp change in growing direction cannot be properly fitted with a plane surface. erefore,
because of the shape of the long thin crystals, line profiles were taken along the length or width
of the crystals, as described in section 2.3.2 shown in Fig. 5.5. A linear fit was applied to these
line profiles to obtain the crystal growth rates.

Figure 5.5a,b shows the time mappings of the bending experiments for an applied com-
pressive bending stress of 40 and 70MPa. For 70MPa, we can clearly observe that there is
a strong preference for unidirectional growth; the crystals are elongated in the direction par-
allel to the bending axis. Line profiles taken from the time mappings along the width of the
crystals are shown in Fig. 5.5c,d. For both 40 and 70MPa we obtain a crystal growth rate
v = 0.11 ± 0.01 µm s−1 parallel to the bending axis, which corresponds to the crystal growth
rate at 115 °C for a nonbended sample; that is, the applied bending does not change the growth
rate perpendicular to the bending axis. For the growth parallel to the bending axis, we do see
a difference between bended and nonbended samples. When a stress of 40MPa is applied, we
initially observe a growth rate of 0.4 µm s−1. Aer 70 s the crystal growth rate decreases rela-
tively abruptly to 0.15 µm s−1. is is still higher than the growth rate found perpendicular to
the bending axis and the nonbended growth rate. Applying a bending stress of 70MPa leads
to an initial crystal growth rate of 6.7 µm s−1, which is 60 times higher than that for the non-
bended case. Aer 20 s, the crystal growth rate decreases relatively abruptly to 0.26 µm s−1,
which is still more than twice the unstressed crystal growth rate.

A direct cause for the observed abrupt transition to a lower growth rate is the relaxation of
the applied compressive stress, reducing the driving force for accelerated unidirectional crys-
tallization. is relaxation is attributed to crystallization of the phase-change material and to
plastic deformation in the substrate as the sample is at an elevated temperature. We have proof
for plastic deformation in the polycarbonate substrate, because, when the sample is removed
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Figure 5.5 | a, b Time mappings with the white arrow indicating the bending axis. c, d Line pro-
öles taken along the corresponding lines shown in a and b for a compressive bending stress of a, c
40MPa and b, d 70MPa. After an initially increased crystal growth rate parallel to the bending direc-
tion (squares and circles), the crystal growth rate decreases strongly but remains signiöcantly higher
than the unstressed growth perpendicular to the bending axis (triangles).

from the bending stage aer the bending experiment at elevated temperature, the sample only
partly flexes back and thus partly remains bended. Moreover, there is experimental data [15]
that stress relaxation in PCMs at the applied temperatures takes considerably longer (several
thousand seconds) than the times of our experiments (not more than a few hundred seconds).
is explains why the growth rate in the PCM film, aer the initial abrupt drop in growth rate
due to relaxation of the substrate, is still higher at a given temperature than that for the stress-
free case, because stress relaxation in the amorphous phase of the PCM is not completed yet. We
cannot measure these long times needed for full stress relaxation, that is, when the growth rate
in all directions becomes the same, because the film is already fully crystallized much earlier.

Wehave additional evidence that the effect of bending stress on the increase in growth rate is
highly nonlinear; see Fig. 5.6. Aer bending stresses are applied, crystals in the phase-change
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Figure5.6 |Growth rate increase (multiplication factor) for bending (blue squares) and isothermal (red
circles) experiments performed on Ge6Sb94 ölms as a function of applied compressive stress, where,
for the isothermal measurements, the calculated stress has been reduced by 90% to match the data
with the results from the bending experiments. For higher compressive bending stresses, the growth
rate increase levels off. The solid black line is a guide to the eye.

films develop into elongated shapes with their long axis parallel to the bending axis. ese
shapes, therefore, provide a measure for the increase in crystal growth rate due to the applied
stresses. By measuring the aspect ratio, that is, the length divided by the width of the crystals
at a fixed time aer the bending was applied, a lower bound for this increase (multiplication
factor) in growth rate due to the applied stresses was obtained. It is a lower bound because
the crystals are measured at a time when the growth parallel to the bending axis has lost (due
to stress relaxation already in an earlier stage) its initial fast rate. Figure 5.6 shows that the
increase in growth rate is highly nonlinear: up to 40–50MPa, the increase is modest; then, in
the regime from 40 to 70MPa, the increase becomes very pronounced. However, this increase
then levels off at stresses beyond 100MPa, probably because increasing stress beyond this value
only causes additional plastic deformation and not an increasing elastic stress required to alter
the growth rate. e relatively large error bars in Fig. 5.6 are a result of the large spread in aspect
ratios found in the experimental images, and this large spread also reflects the different times
crystals with accelerated unidirectional growth started to grow (nucleated) out of the earlier
isotropically grown crystals. Crystals that start to grow immediately aer applying the bending
stress have the highest aspect ratio, and crystals that start to grow later experience a condition
with more stress relaxation, and will thus have a lower aspect ratio.

e results in Figs 5.5 and 5.6 demonstrate that compressive stresses in the range of 70–
120MPa accelerate the crystal growth at least 40 times. From the isothermal experiments,
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where the stress difference in the film due to the different substrates was calculated to be in
the order of 400MPa, we see a 6-fold increase in growth rate for the Ge6Sb94 films on the glass
compared to the polycarbonate substrates. For the bending experiments, we find the same in-
crease in growth rate already at a compressive bending stress of only 20–40MPa. If we assume
that the measurement of the growth rate increase during the bending experiment, as shown in
Fig. 5.6, matches the corresponding growth rate increase found from the isothermal experi-
ments, we find that the calculated stresses from the isothermal experiments have to be reduced
by 90% to match the data obtained from bending experiments. is would mean that the ther-
mal stresses induced in the phase-change film due to the difference in thermal expansion co-
efficient between substrate and film are relaxed by about 90% during the heating process. is
amount of relaxation matches well with the results (that is, 91% relaxation) found in ref. [8].

5.4 Conclusions

Using optical microscopy, we have demonstrated that stresses in phase-change films have a
pronounced effect on the crystal growth rate. For Ge6Sb94 and Ge7Sb93 phase-change films, a
large increase in crystallization temperature was found when using a polycarbonate substrate
instead of a glass substrate. is increase is attributed to the tensile thermal stress induced in
the phase-change film due to a difference in thermal expansion coefficient between the film and
the polycarbonate substrate. We also demonstrated that applying a compressive bending stress
of only 70MPa already leads to a 60-fold faster crystal growth parallel to the bending axis, that
is, perpendicular to the applied compressive stress. is is a direct proof that modest stresses
can have large consequences for the amorphous phase stability and for the crystal growth rates,
and these stresses are thus highly relevant for memories based on PCM.
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Appendix A Star-shaped crystal growth

One of the initial experiments on Ge7Sb93 films on a polycarbonate substrate showed quite
peculiar crystal growth when the substrate temperature was raised to 180 °C. Up to the glass
transition temperature of polycarbonate (Tg ≈ 150 °C) [13] isotropic growth was observed,
similar to the crystal growth shown in Figs. 2.2 and 5.2a. Above this temperature we observed
initially isotropic growth, aer the crystals reached a certain size, star-shaped crystals were ob-
served (see Fig. 1.1). Figure 5.7 shows a close up of these star-shaped crystals. In the amorphous
phase temporarily buckling is observed parallel to the growth directions of the star tips. In the
crystalline phase buckling is also observed, now perpendicular to the growth direction. e
growth rate of the crystalline tips was determined to be 5 to 10 times higher than the growth
rate of the initially isotropic growing crystals. Additionally, the growth direction of the tips
seems to be influenced by other nearby tips, resulting in a parallel alignment of nearby tips
with respect to each other.

ere are several mechanism involved, leading to the observed growth pattern. e main
difference with the experiments described earlier in this chapter, is the state of the substrate.
Above the Tg of polycarbonate substrate, the substrate goes from a glassy state to a rubber-like
state before it melts at ∼240 °C. e tensile stresses introduced in the film due to the difference
in thermal expansion coefficient are even further relaxing than the ∼90% shown in Fig. 5.6.
is was confirmed by the observation of closing cracks which initially emerged in the some
of the films during heating with a high temperature ramp rate, due to the significant difference
between thermal expansion coefficient of the substrate and film. Buckling has also been found
in amorphous phase-change Ge9Sb91 phase-change films on polycarbonate aer waiting for
a sufficient time, where it is noted that these films do not crystallize at 180 °C. Buckling of a
film on an elastic substrate is caused by a compressive stress present in the film, with the wave
pattern perpendicular to the maximum compressive stress. [16] e buckling observed in the
amorphous films indicates that not only the tensile stresses have been relaxed, but that the
substrate is locally shrinking with respect to the phase-change film, and a compressive stress
in the film is induced. A possible explanation for the local shrinking of the substrate could
be the presence of compressive residual stresses in the polycarbonate substrate. ese stresses
are introduced in the substrate during the rapid cooling aer the injection molding used for
fabrication of the polycarbonate disc. [17] Near and above Tgthe polymer chains are able to
move and relax the stresses, resulting in shrinkage of the substrate.

e temporarily buckling found around the crystal tips indicate an anisotropic compressive
field around these tips. is anisotropy is explained by the increase of the Young’s modulus of
the phase-change material upon crystallization. [11, 18] e local change in Young’s modulus
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Figure 5.7 | Star-shaped crystals in a 200 nm thick Ge7Sb93 phase-change ölm on a polycarbonate
substrate. The substrate has been heated to 180 °C. Inset 1 and 2 show the presence of wrinkling in
both the amorphous phase, parallel to the crystalline tips, and in the crystallizedphase, perpendicular
to the crystal growth direction.

causes a reduction in the compressive stress in the growth direction of the tip, [19] disturbing
the isotropic stress field. e compressive stress perpendicular to the growth direction is now
larger than the compressive stress parallel to the growth direction and causes buckling around
the crystalline tip. Additionally, it causes buckling to occur in the amorphous phase in a radius
of ∼30 µm around the tip. In time the difference in stresses relax and the buckling disappears.
e presence of the anisotropic stress field causes the crystal growth to favor the direction per-
pendicular to the stress field. Tips are being influenced by the stress field induced by other tips,
causing them to align if they are close enough.

Permanent buckling is found in the crystalline phase parallel to the growth direction. is
suggests that this buckling is a time dependent process caused by the substrate being able to
flow, while the film remains stiff. A compressive stress has to build up in the film, leading to
the buckling. e permanent buckling is not observed in the amorphous phase for the sample
presented in Fig. 5.7 as the sample is fully crystallized before enough compressive stress has
been build up in the amorphous phase.

e preference to grow star-shaped crystals is probably connected to the underlying triag-
onal crystal structure which prefers star-shaped crystals with initially angles of 60° between the
six crystal tips. e individual tips show bifurcation with a preference to split a single tip in to
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three new tips with again angles of 60° between the new tips. e six initial tips of the crystals
is coupled to the strong preference of the crystals to nucleate with their [0001] axis oriented
perpendicular to the film surface, as was shown in the TEM results of chapter 3.
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Chapter 6

Electrical surface properties

Abstract. e electrical properties of amorphous-crystalline interfaces in phase-
change materials are investigated in this chapter using surface scanning potential mi-
croscopy. Analysis of GeSb systems indicates that the surface potential of the crystalline
phase is ∼30–60mV higher than that of the amorphous phase. is potential asymmetry is
explained qualitatively by the presence of a Schottky barrier at the amorphous-crystalline
interface and is also supported by quantitative Schottky model calculations.

6.1 Introduction

Rewritable optical disk technology, well known from the CD, DVD, and Blu-ray disk formats,
has been matured during the last two decades and has shown considerable progress. For ex-
ample in 2007 alone, ∼10 billion rewritable optical disks were sold, which were used to read,
write, and erase data. [1] ese erasable optical disks employ phase-change materials [1] to
store data by reversibly transforming local material volumes between the amorphous and the
crystalline state. A focused laser beam (in combination with a spinning disk) is then used to
write and erase (recrystallize) amorphous bits in a crystalline surrounding. Besides data storage
in optical disks and in electrically controlled random access memories, phase-change materials
have recently been used for switching the magnitude of Casimir-Lifshitz forces which can be
promising for application in future micro/nanoelectromechanical devices. [2]

Scanning tunneling microscopy and spectroscopy were employed to reveal the evolution of
the band gap and the Fermi level as a function of the annealing temperature for phase-change
materials. [3] Nonetheless, and despite the extensive use of phase-change materials, little is
known about the electrical properties of the amorphous-crystalline interface. is is impor-
tant for downscaling of electrically controlled non-volatile solid-state memories. [4] In this
case, the switching is done by Joule heating and the amorphous to crystalline transition shows
a threshold switching event. Storage media with these so called phase-change memory cells
have recently been introduced to the market, but still many questions regarding understanding

Based on Schottky barrier formation at amorphous-crystalline interfaces of GeSb phase-change materials,
H. J. Kroezen, G. Eising, G. ten Brink, G. Palasantzas, B. J. Kooi, and A. Pauza, Appl. Phys. Lett. 100, 094106
(2012)
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and optimizing phase-changematerial properties and performance remain unanswered. When
the data cells become smaller and smaller, the currents used to control these data cells during
writing, erase, and reading also decrease. Contact resistances become increasingly important
upon down scaling. [5] Also, other electrical effects start to play a more dominant role during
the switching process, implying that good understanding of all the electrical characteristics of
the system is a prerequisite. is also holds for the amorphous-crystalline interface where the
change of surface potential, as this interface is crossed, appears to be important.

Indeed, since the amorphous phase is a semiconductor and the crystalline phase in general
shows metallic like behavior where free carriers have small mean free paths, [6] the idea nat-
urally emerges that a Schottky barrier might be present at the amorphous-crystalline interface
giving rise to a local electric field. So far, this has not been measured directly and it will be the
topic of the present chapter using surface scanning potential microscopy (SSPM) and atomic
force microscopy (AFM).

6.2 Experimental

6.2.1 Samples

e phase-change thin films used for this chapter consist of a Ge7Sb93 200 nm thin film on a
1.3mm polycarbonate substrate. e amorphous phase-change film was partially crystallized
by heating them on the hot plate. is yields, depending on the heating procedure, crystalline
marks with different sizes/shapes (Fig. 6.1) and thus possibly different crystalline-amorphous
interfaces. is is achieved by heating the sample with a relatively slow constant rate up to a
certain temperature above the crystallization temperature of ∼130 °C, but below ∼155 °C, and
then allow for isothermal crystallization, i.e., crystals nucleate with a certain incubation time
(of less than a minute) aer the isothermal temperature is reached. Following this procedure,
the polycarbonate bottom substrate layer remained relatively stiff, because we remain below
its glass transition temperature of ∼155 °C. Above 155 °C, the crystallization process changes
radically, as was shown in Fig. 1.1. In any case, the phase-change films studied here have p-type
conductivity with Ge acting as a kind of dopant. [7]

Furthermore, three types of samples were investigated, where different heating processes
were used to achieve partial crystallization of the films (Fig. 6.1). ese are, respectively, re-
ferred to as: C1 (Fig. 6.1a; 20 °Cmin−1 up to a maximum temperature of 150 °C), C2 (Fig.
6.1b; 10 °Cmin−1 up to a maximum temperature of 150 °C), and C3 (Fig. 6.1c; 10 °Cmin−1 up
to a maximum temperature of 140 °C). Figure 6.1 shows C1 and C2 samples that have large
crystalline areas, while sample C3 contains smaller crystallites with triangular-like shape. e
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500 µm 250 µm 300 µm

ba c

Figure 6.1 | Optical camera images of 200 nm thick partly crystalline Ge7Sb93 ölms: a C1 type, b C2
type, and c C3 type showing crystallites with a tendency to have a triangular shape.

heating rate in case of Fig. 6.1a has been so high ( 20 °Cmin−1) that the difference in thermal
expansion between the substrate and the film resulted in parallel cracks in the phase-change
film. Despite the cracks, relatively straight amorphous-crystalline interfaces perpendicular to
the cracks were formed, which are still very suitable for the present analysis.

6.2.2 Surface measurements

e atomic force microscope (AFM) setup used to perform the SSPM measurements (Figs.
6.2 and 6.3) is a Multimode V (Bruker instruments) with a Nanoscope V controller. e AFM
cantilevers/tips weremade from Si and were n-type doped with Sb giving a resistivity of ∼0.01–
0.025Ω cm. enatural cantilever frequencywas in the range ∼130–250 kHz and the cantilever
spring constant was ∼48Nm−1 (determined with thermal tuning). Finally, the AFM/SSPM
measurements were performed at ambient atmospheric conditions.

6.3 Results and discussion

Figure 6.2 shows an AFM topography and the corresponding SSPM image of an area contain-
ing the amorphous-crystalline interface. Figure 6.3 shows the same image types, but now for a
relatively small crystal that can be analyzed as a whole embedded in the amorphous surround-
ing. e average height differences between the crystalline and amorphous areas, as deduced
from the images in Figs. 6.2 and 6.3, is 10–15 nm, which is 5%–7.5%of the original amorphous
layer thickness of 200 nm. is is in good agreement with findings for phase-change materials
where upon crystallization the crystalline area shrinks in thickness typically 6%. [8] On the
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46.98 nm

0.00 nm 0.00 mV

92.90 mVa b

Figure 6.2 | aAFM topography image for sample C2 across a crystalline/amorphous interface. b SSPM
image. The scan size for both images was 5 µm × 5 µm.

26.88 nm

0.00 nm 0.00 mV

62.66 mVa b

Figure 6.3 | a AFM topography image for sample C3 including a whole crystalline island. b SSPM
image. The scan size for both images was 15 µm × 15 µm.

other hand, the SSPM image indicates the inverse behavior for the surface potential yielding a
higher potential over the crystalline area.

Indeed, as the amorphous to crystalline transition area is crossed, the surface potential in-
creases by ΔV ≈ 60 ± 30mV for all the samples studied. is potential change ΔV is, however,
relatively constant along the same amorphous-crystalline transition area that has a width from
topography analysis in the range WTOP ≈ 300–1000 nm for all the samples studied here (Fig.
6.4). e width of the surface potential change as we cross from the amorphous to crystalline
area is slightly smaller of W ≈ 300–700 nm (Fig. 6.4). Reduction of the resolution in SSPM is
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Figure 6.4 | Indicative proöles across the amorphous-crystalline areas in topography (T) AFM and
SSPM mode: a sample C1 and b sample C3. In both cases, the crystalline-amorphous areas and the
position of the C/A interface (grayed area) are indicated in a qualitative sense.

due to the transfer function defined by the derivatives of the capacitances between specimen
and tip. [9] Nevertheless, as Fig. 6.4 indicates, the amorphous-crystalline transition area is re-
solved in both AFM topography and SSPM mode. Transmission electron microscopy (TEM)
analysis of the amorphous-crystalline interface for GeSb has shown that it is relatively sharp
within a few atomic layers. At the profiles, for example of Fig. 6.4, it is located at the bottom of
the inclination where the crystalline phase commences.

A simple calculation of the potential barrier assuming that this is of Schottky type is as fol-
lows. When the two phases are in contact then the Fermi levels must be aligned for the junction
to be in equilibrium otherwise a current would flow. e amorphous phase behaves as a nor-
mal p-type semiconductor with the Fermi level lower than that of the crystalline phase, which
behaves closely as a metal. erefore, electrons flow from the crystalline to the amorphous
phase. e migration of electrons causes a build-up of charge on both sides of the interface re-
sulting in an electric field and a potential gradient in the semiconducting material. Due to this
electric field, the majority carriers (holes in a p-type semiconductor) are pushed away from the
interface resulting in an excess negative charge (caused by uncompensated charged acceptors)
forming a depletion region of width W (Fig. 6.5). [10]

Furthermore, a square charge density profile ρ(x) = −qNθ(W − x) (where θ(x) is the step
function) is assumed within the semiconductor occupying the space x > 0 with N carriers, of
charge q, per unit volume. is is valid when all the acceptors are ionized and the free charges
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W
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Figure 6.5 | Schematic illustration of the formation of the Schottky barrier.

have moved out of the interface region leaving behind the uncompensated ionized acceptors
exactly up to a certain pointW (Fig. 6.5). emetal phase is assumed to occupy the x < 0 space.
en, the solution of the Poisson equation d2V/dx2 = ρ(x)/ε, where ε is the semiconductor
permittivity, with the boundary condition V(x = W) = 0 gives the potential expression V(x) =
qN(W − x)2/2ε for 0 ≤ x ≤ W (V = 0 for x ≥ W and V = qNW2/2ε for x ≤ 0). [9] us,
at the metal-semiconductor interface, x = 0, the Schottky potential height ΔV ≈ qNW2/2ε is
obtained. [10] Assuming a typical dopant density of N ≈ 10 × 1021 m−3, [8] q = 1.6 × 10−19 C,
interface width W ≈ 400 nm (obtained from SSPM images), and electric permittivity ε ≈ 15ε0
(ε0 = 8.86 × 10−12), an estimated Schottky barrier height of ΔV ≈ 96mV is obtained. is is
relatively close to the measured value of ΔV ≈ 60 ± 30mV.

Since the amorphous phase is a p-type semiconductor, the Fermi level is localized close to
the valence band. As a result, the difference of the work functions, ignoring Fermi level match-
ing and Schottky barrier formation, of the crystalline (φC) and amorphous (φA) phases would
be φA −φC ≈ Eg, where Eg is the band gap of the amorphous phase. Since for the eutectic GeSb
phase Eg ≥ 0.4 eV, [7] the difference in work functions (ignoring Schottky barrier formation)
is much larger than the measured surface potential change ΔV (φA −φC >> ΔV). However, the
Fermi level matching at the C/A interface associated with Schottky barrier formation indicates
that ΔV arises mainly from the space charge region.

6.4 Conclusions

e surface potential changes across amorphous-crystalline interfaces in phase-change mate-
rials were investigated mainly by SSPM for the GeSb system. Analysis indicated a surface po-
tential for the crystalline phase compared to the amorphous phase which is on average 60mV
higher and always larger than 30mV. is change in surface potential is associated with the
presence of a Schottky barrier at the amorphous/crystalline interface. e latter, if present, has
to be taken carefully into account in the electrical characterization of phase-change materials.
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Chapter 7

Cluster evolution and critical cluster sizes

during nucleation

Abstract. Growth and decay of clusters play an important role in nucleation processes.
In this chapter we study these processes at temperatures below the critical temperature Tc

for a two dimensional Isingmodel for both square and triangular lattices usingMonte Carlo
(MC) simulations and the enumeration of lattice animals. For the lattice animals all unique
cluster configurations with their internal bonds were identified up to 25 spins for the trian-
gular lattice and up to 29 spins for the square lattice. From these configurations the critical
cluster sizes for nucleation have been determined based on two (thermodynamic) defini-
tions. From theMonte Carlo simulations the critical cluster size is also obtained by studying
the decay and growth of inserted most compact clusters of different sizes. A good agree-
ment is found between the results from the MC simulations and one of the definitions of
critical size used for the lattice animals at temperatures T > ∼0.4Tc for the square lattice
and T > ∼0.2Tc for the triangular lattice (for the range of external fields H considered). At
low temperatures (T ≈ 0.2Tc for the square lattice and T ≈ 0.1Tc for the triangular lattice)
magic numbers are found in the size distributions during the MC simulations. However,
these numbers are not present in the critical cluster sizes based on the MC simulations, as
they are present for the lattice animal data. In order to achieve also these magic numbers
in the critical cluster sizes based on the MC simulation the temperature has to be reduced
further to T ≈ 0.15Tc for the square lattice. e observed evolution of magic numbers with
temperature rise is rationalized.

7.1 Introduction

Understanding nucleation processes is of great importance, because many natural and tech-
nological processes critically depend on nucleation. Most phase transformations proceed via
nucleation and growth, and such transitions occur in a wide variety of systems from atomic
to astronomic length scales. For instance, stars and solar systems have been developed in the

Based on Cluster evolution and critical cluster sizes for the square and triangular lattice Ising models using lattice
animals and Monte Carlo simulations,
G. Eising and B.J. Kooi, Phys. Rev. B 85, 214108 (2012)
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(early) universe by nucleation and growth. [1] Clouds and rain drops can be associated with
nucleation and growth. [2] Nucleation plays also a key role in most materials production, hav-
ing in general a crucial influence on the final product performance, for instance determining
crystal grain sizes and morphologies, second-phase precipitation, recrystallization, etc. [3–5]

A crucial ingredient of nucleation is the presence of an energy barrier that has to be over-
come by multiple crossing attempts by certain jump frequencies with certain energies (which
oen is the thermal energy). e energy barrier is directly associated with (the minimal work
required to form) a critical nucleus. For sizes smaller than this critical one, the nucleus has a
larger probability to decay than grow and this is only reversed when a nucleus size becomes
larger than the critical one. e attempts to cross the energy barrier can in many systems be
described as a stepwise release or attachment of monomers to clusters ranging in size from a
single monomer to a size that exceeds the critical cluster size having a number of monomers
n∗. In the isotropic case, cluster properties are only a function of the number of monomers
(spins, atoms, etc.) n they contain. Clusters decay or grow by stepwise release or attachment of
a monomer (n − 1 and n + 1), i.e. the process is a one-dimensional Markov chain. Although a
complete picture of (both steady state and transient) nucleation is far from trivial in this one-
dimensional case, [6] the complexity strongly increases when clusters with the same n can have
a large variety in shapes and energies, as is already the case within the relatively simple 2D
square-lattice Ising model for n ≥ 6. [7–9] For example, for n = 19, 20, and 21, the total num-
ber of distinct cluster configurations on the 2D square lattice is over 5.9 × 109, 22 × 109, and
88 × 109, respectively. [9] In principle, all possible transitions with their energies and proba-
bilities between all configurations for such n − 1 ↔ n ↔ n + 1 have to be considered from
n = 0 to n clearly larger than the critical nucleus size n∗ in order to arrive at a complete picture
of nucleation. Fortunately, the situation simplifies at low temperatures, because cluster energy
will prevail over entropy and, thus, for each n, only clusters with the lowest possible energies
have to be considered. en, most configurations can be discarded and the one-dimensional
case is again approached. For instance, for n = 19, 20, and 21, the number of clusters with the
lowest energy (two lowest energies) is 8 (922), 2 (428), and 187 (7835), respectively. [9]

Interesting work has been published recently on the validity of the classical nucleation the-
ory for Isingmodels. [10]However, still the nucleation process is considered a 1DMarkov chain
process. Here we show that in principle this one-dimensionality is valid when (i) growth pro-
ceeds only along the lowest possible energy path at very low temperatures and (ii) at sufficiently
high temperatures the anisotropy in surface energy vanishes.

ese examples shows that dynamic Ising models can be relevant and have been popular
systems for studying and understanding nucleation (see a non-exhaustive list in Refs. [8–14]).
Also, this chapter is dedicated to this field of research by studying for the 2D square and tri-
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angular lattice Ising models the critical cluster for nucleation. Two thermodynamic and one
kinetic definition have been used to determine the critical cluster size as a function of the ex-
ternal magnetic fieldH and temperature T below Tc. e thermodynamic definitions are based
on lattice animal enumeration up to n = 29 for the square lattice and up to n = 25 for the
triangular lattice. Critical cluster sizes obtained in this way are compared with the ones ob-
tained by the MC simulations based on a technique that we recently developed. [14] Since the
MC simulations and the critical cluster size determination (based on the kinetic definition) are
computer resource intensive, they were limited to 0.23Tc ≤ T ≤ 0.5Tc and a certain interval
of H values. A striking result of the comparison is that critical cluster sizes with magic num-
bers are present at low temperatures (T ≈ 0.2Tc for the square lattice and T ≈ 0.1Tc for the
triangular lattice) according to both thermodynamic definitions, whereas they are still absent
according to the kinetic definition. Yet, the same type of magic numbers are present in the
actual size distributions as obtained using the MC simulations at these low temperatures, but
they do not show up in the critical cluster size according to the kinetic definition. In order to
observe these magic numbers also in the critical nucleus sizes based on the kinetic definition
the temperature has to be reduced further (T ≈ 0.15Tc for the square lattice). Here we show
that the actual critical nucleus involves averaging over neighboring cluster sizes and therefore
can be also rationalized in the light of the so-called Transition Path eory. [15]

e chapter is organized as follows. In section 7.2 the model and numerical methods are
explained in detail. en the results are presented in section 7.3 based on the lattice animal enu-
merations (7.3.1), based on the MC simulations (7.3.2). e results of these sections 7.3.1 and
7.3.2 are compared in section 7.3.3. Subsequently, the temperature evolution of magic num-
bers according to Monte Carlo simulations are compared for the square and triangular lattice
and finally the correlation of these evolutions with the temperature evolution of the interface
tensions for the respective Ising models are shown.

7.2 Model and numerical methods

7.2.1 Ising model

We consider the standard 2D Ising model with the Hamiltonian given by:

ℋ = −J
n්n

σiσj − H
i්
σi (7.1)

with a ferromagnetic coupling constant J > 0 between the spins σ having ±1 value and with an
external magnetic field H; nn indicates the summation over all nearest-neighbor pairs.
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e energy of a cluster with spins up on a 2D lattice with surrounding spins down in a
fieldH pointing up is defined by the cluster size n and the number of internal nearest-neighbor
bonds b:

Ebn = 2JPbn − 2nH (7.2)

with Pbn the perimeter of the cluster given by:

Pbn = 4n − 2b for a square lattice and (7.3a)

Pbn = 6n − 2b for a triangular lattice. (7.3b)

At low temperatures growth of clusters is completely dominated by the path along mini-
mum cluster energies and thus occurs via the most compact shapes. is means a minimum in
Ebn for each n, corresponding to a maximum in number of bonds b for each n (being the min-
imal perimeter). e curve of Ebn versus n in this case is not smooth, because it has an overall
classical (Gibbs) outlook plus sharp saw-tooth modulation, see for example Fig. 7.6.

On the square lattice the square m × m and rectangular m × (m + 1) shapes, i.e., with {10}
facets are the most compact shapes. For given external magnetic field H the critical length
m∗ is defined by m∗ = “floor”(2J/H) with J( > 0) the ferromagnetic coupling constant in the
standard Ising Hamiltonian [cf. (7.1)], where the operation “floor” means rounding to the
lower nearest integer number. e critical nucleus, as derived by Neves and Schonmann for
T → 0, [16] is then the n∗ = m∗ × (m∗ + 1) rectangle with an extra spin on the longer side.
Directly above T = 0, also the intermediate n = m2 + 1 clusters can become critical nuclei. [8]
e higher the temperature, the more these discrete magic values of n due to the specific low
energy configurations become replaced by the continuous spectrum of all integer n values due
to configurational entropy.

For the triangular lattice this analysis of most compact shapes and the magic critical cluster
sizes has not been presented before and is somewhat more complicated (than for the square
lattice), but still can be derived readily based on Eqs. (7.2) and (7.3b). e curve of Ebn versus n
along the lowest energy path shows primaryminima in energy for themost compact hexagonal
shapes (m(integer) ≥ 1):

n−
p = 3m2 − 3m + 1, (7.4a)

b−
p = 9m2 − 15m + 6, (7.4b)

Ebn = 4J ส−9H
6J

m2 + ว6 + 9H
6J ศm − ว6 + 3H

6J ศห . (7.4c)

Similarly as for the square lattice, m can be interpreted physically as the facet length, in this
case of the hexagon. ‘Primary’ critical fields H∗

p occur at the maximum in the primary energy
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minimum:
H∗
p = 4J

2m − 1
. (7.5)

In-between two sequential primary critical fields, starting from H∗
p = 4J

2m−1 in the direction of
decreasing H-values (i.e. going from m to m + 1), first a primary maximum occurs for:

n+1
p = 3m2 − 2m + 1, (7.6a)

b+1
p = 9m2 − 12m + 4. (7.6b)

Secondary maxima are absent at zero Kelvin, but three secondary maxima do arise for T > 0,
originating from the secondary critical field at T = 0:

H∗
s = 6J

3m
. (7.7)

ese three secondary maxima in order of decreasing H-values are:

n+2
s = 3m2 − m + 1, (7.8a)

b+2
s = 9m2 − 9m + 3, (7.8b)

n+3
s = 3m2 + 1, (7.8c)

b+3
s = 9m2 − 6m + 2, (7.8d)

n+4
s = 3m2 + m + 1, (7.8e)

b+4
s = 9m2 − 3m + 1. (7.8f)

en the second primary maximum with:

n+5
p = 3m2 + 2m + 1, (7.9a)

b+5
p = 9m2 (7.9b)

occurs down to the next H∗
p = 4J

2(m+1)−1 .
Summarizing: In-between two sequentialH∗

p , in the direction of decreasingH-values, there
are at low temperatures always five domains of constant critical nucleus sizes, where the first
n+1
p = 3m2 − 2m + 1 and fih n+5

p = 3m2 + 2m + 1 correspond to primary domains that at
T = 0 span the regions defined by 4J

2m−1 < H < 6J
3m

and 6J
3m

< H < 4J
2(m+1)−1 , respectively. e

three secondary domains only emerge for T > 0 and they originate from H = 6J
3m

at T = 0.
One can wonder why there are only five domains and not six, because that would correspond to
adding one extra spin to each of the six facets of a perfect hexagon. e reason is that the perfect
hexagon has that low (cusp in) energy that adding the first extra spin to one of the six facets of
the hexagon will not provide a maximum in energy and will thus not be a critical cluster size at
low temperatures.
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Chapter 7. Cluster evolution and critical cluster sizes during nucleation

Based on the energies Ebn the semi-equilibrium distribution (number density) Db
n of non-

interacting clusters can be derived: [8]

Db
n = wb

n exp
๖

−
Ebn
kBT๗

, (7.10)

where kB is the Boltzmann constant andwb
n is the distinct number of configurations possible for

given cluster size n and internal bond count b. For the square lattice the valueswb
n can be found

in literature up to n = 21, [9] for the triangular lattice no relevant literature providingwb
n values

exists. Note that existing literature only provides data on the total number of configurations,
polyominoes (polyiamonds, polyhexes) or lattice animals for a given n or provides data on the
so-called perimeter polynomials. In the latter case not only the total number of clusters with
a certain size n is given, but also how this total number is subdivided over the various possible
perimeters. e perimeter is defined as the number of adjacent unoccupied lattice sites which
is not equal to the number of bonds to unoccupied nearest neighbor sites needed to calculate
the number of internal bonds. erefore, these known values cannot be used to specify wb

n and
to calculate the number distribution Db

n that is essential for the study of nucleation (see e.g.
Refs. [7] and [8]).

7.2.2 Lattice animals enumeration

e semi-equilibrium distribution of non-interacting clusters as described by Eq. (7.10) is cen-
tral to the present work and also can be considered fundamental for understanding the nucle-
ation problem of clusters on a lattice (see e.g. Refs. [7] and [8]). e energies Ebn in Eq. (7.10)
can be determined readily, but calculation of the wb

n values, apart from small cluster sizes n, is
very demanding. Based on algorithms by Redner [17] and [18] a parallel algorithm was devel-
oped to enumerate all these fixed wb

n configurations or lattice animals up to a given size nmax

including the internal bond counts for each configuration. e enumeration was done recur-
sively, i.e. using a cluster of size n all possible clusters of size n + 1 are generated using the
cluster of size n as base. e (n + 1)-clusters are then used to generate the (n + 2)-clusters in a
similar way. To prevent generating the same cluster multiple times, information is passed on
to the (n + 1)-clusters on which lattice sites already have been used by previous n-clusters and
are thus forbidden. is is explained in more detail in Ref. [18].

As information on which lattice sites are available for n + 1 clusters is only provided by
clusters smaller than size n + 1 it is possible to split the calculations into multiple branches at
size n allowing for perfect parallelization. [18] First, all unique configurations up to size n are
generated and stored, together with the information on available and forbidden lattice sites.
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7.2. Model and numerical methods

en a number of calculations is started, equal to the number of unique configurations at size
n, generating all configurations of size n + 1 up to nmax with the clusters of size n as starting
points.

Using this algorithm the number of configurations wb
n for the square lattice was calculated

up to nmax = 29 and for the triangular lattice up to nmax = 25. It is noted that the limit nmax is
imposed by available computing power, because increasing nmax with one would require four
to five times more computing power or time as the total amount of lattice animals increases
four to five times. e current enumerations used 40000 hours of CPU time on the Millipede
computing cluster at the University of Groningen, which consists of 2832 Opteron 2.6GHz
cores.

7.2.3 Critical cluster sizes

Based on the semi-equilibrium distribution of non-interacting clusters [Eq. (7.10)] two def-
initions are possible for the determination of the critical cluster size for nucleation at a given
temperature and external field. [8] e “microscopic” saddle-point definition identifies a max-
imum Db

n among all possible b for a given n. en a minimum among all n is selected. e
second definition is a thermodynamically averaged distribution, i.e. for each n first averaging
over all b takes place and then the optimum is selected.

Using themicroscopic saddle-point [8] the critical cluster size n∗ for nucleation is identified.
Dn (H,T) is defined as the maximum of Db

n (H,T) for a given n for all possible b:

Dn (H,T) = max ෽Db
n (H,T) ; bmin ≤ b ≤ bmax෾ . (7.11a)

From this definition we find the most favorable amount of bonds for a given n at a certain
temperature and field. e critical cluster size n∗(H,T) is then given by n for which Dn(H,T) is
minimal.

Dn∗ (H,T) = min ඹDn (H,T) ; 1 ≤ n ≤ nmaxය . (7.11b)

e critical cluster size according to the thermodynamically averaged definition is derived
by summing the contributions of all possible internal bond counts such that an averaged
⟨W⟩n (H,T) is obtained:

for a triangular lattice:

⟨W⟩n (H,T) = 12nJ (1 − H/6) − kBT ln
b=bmax(n)

්
b=bmin(n)

wb
ne4Jb/kbT, (7.12a)
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and for a square lattice:

⟨W⟩n (H,T) = 8nJ (1 − H/4) − kBT ln
b=bmax(n)

්
b=bmin(n)

wb
ne4Jb/kbT, (7.12b)

and then determining the critical size by selecting the maximum:

⟨W⟩n∗ (H,T) = max ඹ⟨W⟩n (H,T) ; 1 ≤ n ≤ nmaxය . (7.12c)

It is convenient, without loss of generality, to scale J and the Boltzmann constant kB to
unity and define the temperature with respect to the critical temperature Tc. Calculations were
done up to 1.3Tc, where Tc = 2/ ln ෷√2 + 1෸ for the square lattice given by Onsager’s exact
solution [19] and Tc = 4/ ln (3) for the triangular lattice. [20] Note that beyond Tc results can
be readily calculated, but they do not have physical meaning and should be treated as formal.

Both definitions for the critical cluster size result in figures with domains of constant critical
number n∗ (with associated b∗) as function of temperature and external field. For the square
lattice this analysis and construction of figures was already done by Ref. [8] up to nmax = 17.
For the triangular lattice no domain map has been published before as existing literature only
provides data on the total number of configurations, polyominoes (polyiamonds, polyhexes)
or lattice animals for a given n or provides data on the on the so-called perimeter polynomials,
which are not the same as our wb

n as already explained above.
Note that both definitions of the critical cluster size can never fully agree with the exact

results derived for the square lattice by Neves and Schonmann for the critical nuclei when (for
fixed H) T → 0. [16] e reason is that in the lattice animal enumeration there is no distinc-
tion between the true Neves-Schonmann critical nucleus configurations and configurations
that have the same size and energy. To give the most simple example: the n = 3 straight cluster
and the n = 3 L-shaped cluster have the same size and energy in the lattice animal enumera-
tion and are not distinguished, whereas only the latter is a true critical nucleus according to the
exact results for 1J < H < 2J when T → 0. Nevertheless, as will be demonstrated below the
critical nucleus sizes as a function ofH for T → 0 based on the two definitions given above still
completely agree with the sizes predicted by the exact results of Neves and Schonmann.

7.2.4 Monte Carlo simulations

In order to compare critical cluster sizes derived on the basis of the definitions presented in the
previous section, which employ lattice animals enumeration and have in fact a thermodynamic
basis, an alternative method employing Monte Carlo simulations is introduced here, which has

80



7.2. Model and numerical methods

a kinetic basis. Cluster growth on triangular and square lattices was studied usingMonte-Carlo
simulations using themethod outlined in Ref. [14]. To study the dynamic cluster evolution pro-
cesses, the stochastic Glauber dynamics were used, where the spin-flip probabilities are defined
by: [21]

P බsi → −siභ =
exp ඳ−βΔEප

1 + exp ඳ−βΔEප
(7.13)

with β = 1/kBT, with kB the Boltzmann constant, T the temperature and ΔE the energy change
due to the spin flip defined, according to the Ising model of Eq. (7.1), by:

ΔE = 2si ๖
J
n්n

sj + H
๗

(7.14)

with nn the nearest neighbor sites of site i.
Simulations were performed on small square or triangular lattices with appropriate bound-

ary conditions. Initially all spins are pointing downwards. For each Monte Carlo step a site is
chosen at random and flipped with the probability given in Eq. (7.13). Time is given in units of
Monte Carlo steps per site (MCSS), i.e. in one unit a number ofMonte Carlo steps is performed
that is equal to the total amount of lattice sites.

To be able to perform relevant MC simulations at low temperatures (T < 0.5Tc) and low
fields (H < 0.5) a cluster with n spins pointing upwards is inserted near the center of a relatively
small lattice at t = 0 in order to speed up the simulation process. It was shown that inserted
clusters of course show stochastic behavior. [14] However, deterministic overall behavior (e.g.
the overall fractions of growing and decaying clusters and the whole size distribution aer a
certain number of MCSS as will be shown below) can be obtained approximately by repeating
the simulations several thousand times. [14, 22] e inserted clusters correspond to the most
compact shapes, i.e. with the highest number of internal bonds. All the clusters of various size
n considered are on the growth path associated with the most compact shapes and thus remain
closest to a perfect square shape on the square lattice and a perfect hexagonal shape on the
triangular lattice. However, our experiments also show that the results on the critical nuclei
are not sensitive to the type of inserted cluster, because results for inserted clusters with two
internal bonds less, i.e. two corner sides of the most compact clusters were removed and added
to the longer sides of the remaining cluster, showed very similar results.

During the simulation the evolution of the size of the single cluster and its number of inter-
nal bonds as function of time is followed. Aer a certain number of MCSS the amount of clus-
ters and the cluster sizes are determined using the efficient Hoshen-Kopelman algorithm. [23]
e cluster size n is defined as the total number of connected spins with a positive orientation.
If multiple clusters are present, the size of the largest cluster is taken.
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Chapter 7. Cluster evolution and critical cluster sizes during nucleation

It was shown in Ref. [14] that early on in the simulation the distribution curves aer various
MCSS are pivoting around a central point that coincides with the final fraction of clusters that
will decay and grow. With distribution curve we mean here that all observed cluster sizes aer
a certain amount of MCSS (when starting at MCSS = 0 from the same initial input cluster) are
plotted in ascending (or descending) order. In this way for each input cluster of size n the decay
fraction fnd (H,T) and growth fraction fng (H,T) = 1− fnd was determined for given temperature T
and external fieldH. e critical cluster size n∗ was then defined as the size of the input cluster
which shows a decay fraction closest to 0.5:

n∗ (H,T) = min ෽จf
n
d (H,T) − fng (H,T)จ ; nmin ≤ n ≤ nmax෾ . (7.15)

Compared to the thermodynamic definitions provided in the previous Section 7.2.3 the present
definition of the critical cluster size based on MC simulations can thus be considered a kinetic
definition.

7.3 Results

7.3.1 Results of lattice animals enumeration

e results of the enumerations using the algorithm described in section 7.2.2 above are shown
in Fig. 7.1 and are listed in Appendix A for both the square and triangular lattice. Cumulative
data ∑b w

b
n , available for both square [24] and triangular [25] lattices, were used for verification

of the calculated data. Moreover, the present data for the square lattice is identical to the data
presented by Ref. [8] going up to n = 17 (apart from a mistake in this list at n = 12 and
k − n + 1 = 0; it gives 268852, but must be 268352), and Ref. [9] going up to n = 21.

Using the results given in Table 7.1 in Appendix A, a ‘phase diagram’ of relative temperature
T/Tc versus external magnetic field H, showing domains of constant critical cluster size n∗ was
constructed for the square lattice; see Fig. 7.2a. Effectively this phase diagramwas already given
in Ref. [8], but we extended it from n = 17 up to n = 29. In addition we are now showing in
one figure both the domains of constant critical bond count b∗ using the color coding (see scale
at the right-hand axis) and the domains of critical cluster size n∗ as indicated by the numbers in
the figure. For the triangular lattice the analogous phase diagramswere calculated up to n = 25,
using the results in Table 7.2 in Appendix A, and are presented with domains of constant n∗ and
b∗ in Fig. 7.2b. Boundaries of domains which are not definite due to limited nmax are shaded.

For T = 0 the critical sizes n∗ as a function of H in Fig. 7.2b are identical to the sizes
calculated using the primary maxima of the energy function, e.g. as described by Eqs. (7.5)
and (7.6) in section 7.2.1 for the triangular lattice. For the square lattice the primary maxima
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Figure 7.1 |Number of conögurationswb

n as function of the amount of bonds for clusters of given size
n for a the square lattice and b the triangular lattice. Solid lines connect points belonging to the same
size n but having a different number of bonds b.

correspond to the n∗ = m(m+1) rectangleswith an extra spin on the longer side. Also just above
T = 0 the secondary maxima in Fig. 7.2b for the triangular lattice appear in full agreement
with the calculations based on the energy function for the most compact sizes, i.e. Eqs. (7.7)
and (7.8) for the triangular lattice. For the square lattice the secondary maxima correspond
to n∗ = m2 + 1, i.e. square clusters with an extra spin on one side. For higher temperatures
(say T > 0.2Tc) a more complex pattern appears, showing small domains for which the critical
cluster size decreaseswith increasing temperature (at a certain fieldH). For the triangular lattice
this complex pattern develops already at lower temperatures than for the square lattice.

When comparing the domains of constant n∗ with b∗ interesting behavior is observed. Let’s
first consider the situation for the square lattice, because this is more straightforward than for
the triangular lattice. For the non-primary and non-secondary domains of constant n∗, i.e.
those n∗ domains that do not extend down to T = 0 , two b∗ regions are present within each
domain of constant n∗: b∗ becomes b∗ − 1 above a certain temperature in the domain. is
transition only depends on the temperature since there is no coupling between the external
H-field and the number of bonds [cf. Eq. (7.2)]. is is a clear entropic effect, because certain
n∗ clusters, which have a higher energy (because they contain 1 bond less and thus have a
larger perimeter) but have a larger number of configurations wb

n, become more favorable when
the temperature is increased. For the triangular lattice some domains of constant n∗ are split
(instead of two) in three temperature regions, with b∗, b∗ − 1 and b∗ − 2 when going to higher
temperature. For instance the domains with n∗ = 4, 5, 9.

e phase diagram of T/Tc versus H, showing domains of constant critical n∗, calculated
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Figure 7.2 | Normalized temperature versus external öeldH showing domains with constant critical
bondcountb∗ wheredomainsof critical cluster sizen∗ are separatedbyblack lines fora the square lat-
tice and b the triangular lattice. The colors depict themost favorable bond counts b∗, where in larger
sized domains also values for n∗ are given. Note that for the square lattice all domains of constant n∗,
that do not extend down to T = 0, are split in a b∗ lower- and a b∗ − 1 upper temperature region; for
the triangular latticemost domains of constant n∗, certainly those that do not extend down toT = 0,
are split in two or three temperature regions. This indicates that for those n∗ less compact shapes be-
comes more favorable in the higher temperature region compared to the lower temperature region.
The boundaries of the shaded domains are not deönite due to limited nmax.
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using the thermodynamically averaged distribution, are shown in Fig. 7.3a and Fig. 7.3b for
the square and triangular lattices, respectively. At low temperatures (say T < 0.2Tc) the figures
show identical behavior as for the microscopic definition. At higher temperatures the domain
boundaries bifurcate, creating new domains with values for the critical size n∗ which are in-
between the ones of the neighboring domains. is creates a fine pattern with a gradually
increasing n∗ when going (at a certain temperature) to lowerH. is also means that the magic
numbers that hold for n∗ at low temperatures (T < 0.2Tc) become gradually replaced by the
whole spectrum of all possible integer n∗ at higher temperatures. is replacement occurs for
the triangular lattice at clearly lower relative temperatures (T/Tc) than for the square lattice.

For all phase diagrams it is clear that n∗ decreases with increasing H. is is an obvious
result, because the maximum in (every possible) curve of Ebn versus n [cf. Eqs.(7.2) and (7.3)]
shis to lower n for higher H. For all phase diagrams it is also clear that n∗ decreases with in-
creasing T. e reason for this is that for lower n the total number of possible configurations
is also lower. At higher temperatures the configurational entropy term becomes increasingly
determining compared to the energy term [cf. Eq. (7.8)]. erefore, clusters become increas-
ingly critical when they have fewer configurations, i.e. when they are smaller. In Figs 7.2 and
7.3 the results of the calculations are shown for T ≥ Tc, however the assumption of J = 1 is not
justified in this regime and the results should be treated as formal.

7.3.2 Results of Monte Carlo simulations

To determine the critical cluster sizes, using the approach employing MC simulations as delin-
eated in section 7.2.2, MC simulations were repeated with different input clusters ranging from
a cluster size n = 5 to n = 32 in their most compact configuration. e simulation was run up
to 40 MCSS aer which the pivot point in the size distribution could clearly be determined at
the intersection of the size distribution curves pertaining to 20 MCSS and 40 MCSS. e decay
fraction fnd was taken equal to the relative position of the pivot point.

Since the MC simulations and the critical cluster size determination are computer resource
intensive, they were limited to regions which showed interesting features in the figures based on
the thermodynamic calculations (cf. Figs. 7.2 and 7.3), e.g. where domain boundaries bifurcate
when going from lower to higher temperatures. For the triangular lattice the external field H
was in-between 0.65J and 0.85J, for the square lattice H was chosen between 0.33J and 0.49J.
For both lattices the temperature T ranges between 0.23Tc and 0.5Tc. e MC simulations
were repeated 5000 times for each input cluster to obtain enough statistical data for accurately
determining the growth and decay fractions.

e resulting n∗(H,T) figures are plotted in Fig. 7.4a for the square lattice and in Fig. 7.5a
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Figure 7.3 |Normalized temperature versus external öeldH showing domains of constant critical size
n∗ as deöned by the averaged distribution [cf. Eq. (7.12)] for a the square lattice and b the triangular
lattice. a Between T = 0 and T = 0.3Tc the domains are similar to those in Fig. 7.2a , above 0.3Tc a
öne pattern appears with increasing n∗ when going (at a certain temperature) to lowerH. b Between
T = 0 andT = 0.2Tc the domains are similar to those in Fig. 7.2b , above 0.2Tc a önepattern appears
with increasing n∗ when going (at a certain temperature) to lowerH. The boundaries of the shaded
domains are not deönite due to limited nmax.
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for the triangular lattice. For both lattices a gradual decrease in critical cluster size is found
when increasing temperature and external field; both effects were already explained in section
7.3.1 directly above. e negative slope of the boundaries and bands of the critical sizes become
slightly more negative when going to lower H-fields.

In the phase diagramof the triangular lattice all domainswith value n∗ border domainswith
value n∗ + 1 or n∗ − 1. All changes in critical size are gradual in this window. e domains get
slightly narrower when going to lower H. Clearly, no sign of magic numbers can be observed.

On the square lattice the transitions between domains are less gradual, because they involve
larger variations in domainwidth (along theH-axis). Also domain bands are shared bymultiple
critical n∗, for example n∗ = 19 and n∗ = 20 (or 14/15 or 24/25) are both detected critical in
the same region. Apart from this, some weak signs of magic numbers are present, because the
domains with n∗ = 17, 21 or 26 are wider.

ese results on the critical nuclei turn out not sensitive to the type of inserted cluster, be-
cause results for inserted clusters on the square lattice with two internal bonds less, i.e. two
corner sides of the most compact clusters were removed and added to the longer sides of the
remaining cluster, showed very similar results. With respect to Fig. 7.4a only a shi in H of
−0.03J is found for the critical cluster size in case of the inserted less compact clusters. No
significant other changes are present in the results for the two types of input clusters and there-
fore the main conclusions of the present work are not dependent on the type of inserted cluster
as long as they are near to the appropriate growth (and decay) paths for this temperature and
fields.

7.3.3 Comparing lattice animals enumeration andMonte Carlo simulations

When comparing the domain maps based on the thermodynamic definitions with the ones
derived using the MC simulations, it is seen that the best agreement is found with the thermo-
dynamically averaged distribution, see Figs. 7.4 and 7.5. No large discrete regions are observed
in the MC simulations, similar as seen for the saddle-point definition. Instead there are bands
of constant critical size with an increasing negative slope for higher H, like in the case of the
thermodynamically averaged results. is holds for both the triangular and square lattices. is
is an interesting observation, because the starting clusters for the MC simulations are the most
compact shapes (closest to perfect square or hexagonal shapes) and therefore these clusters start
directly on the lowest energy path associated with the saddle-point definition. Apparently dur-
ing theMC simulations an averaging over configurations is taking place that appears to go away
from the lowest energy path and, as we will show below, the averaging is even going beyond
the one of the thermodynamically averaged result.
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Figure 7.4 |Domains for critical sizen∗ on a square lattice. The color indicates the critical sizen∗. a and
b Temperature T between 0.23Tc and 0.50Tc and external öeldH between 0.33J and 0.49J. c and d
Temperature T between 0.46Tc and 0.71Tc and external öeld H between 0.26J and 0.46J. a and c
For each point 5000 clusters in their most compact conögurations were used for the MC simulations
for each n. For each simulation the decay fraction was determined after 40 MCSS and was used to
determine the critical cluster size n∗ [cf. Eq. (7.15)]. b and d Critical cluster size as determined by the
thermodynamically averaged deönition [cf. Eq. (7.12b)]. The boundaries of the shaded domains are
not deönite due to limited nmax.
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calculated using Eq. (7.12a). The boundaries of the shaded domains are not deönite due to limited
nmax.

For the square lattice not all critical sizes are present in theMC simulations in similar quan-
tities. For example, input clusters of size 20 and 25 are less present than clusters of size 21 and
26. is is supported by the thermodynamically determined critical sizes where below 0.36Tc

no critical size of 25 is found. A big difference is however that even at a low temperature of
0.25Tc all possible critical sizes (in the interval 12–32) are still found in the MC simulations,
whereas in the thermodynamic definition only themagic numbers 13, 17, 21 and 26 are present.

By increasing the temperatureT to the range of 0.46Tc to 0.71Tc and decreasing the external
fieldH to the range of 0.26 to 0.46 the thermodynamically averaged definition shows a gradual
change from large clusters to small ones with all possible n∗ present, see Figs. 7.4c and 7.4d. MC
simulations on a square lattice performed in this range show excellent agreement for clusters
larger than n∗ = 15 for the entire range, while for smaller cluster sizes the best agreement is
found for T < 0.6Tc (and T > 0.45Tc).

For the triangular lattice we see an excellent agreement between the MC simulations and
the results from the averaged definition for temperatures above 0.4Tc, see Fig. 7.5. Below this
temperature the domains according to the thermodynamically averaged definition gradually
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reduce to only the ones of the magic numbers described by Eqs. (7.6)–(7.9), whereas the MC
simulations still shows the presence of all possible n∗.

Apparently for both the square and triangular lattices at low temperatures (< ∼0.30Tc for
the range of H-values presented) the MC simulations still provide the complete spectrum of
all possible n∗ and are not following the results for the thermodynamically averaged definition
of the critical cluster size. e reason for this is that with the MC definition of the critical
cluster size, i.e. the most compact n-size cluster that has a probability to grow (or decay) most
closely to 50%, not only averaging over b for a certain n takes place, but that also a certain
weighted averaging over directly associated neighboring n takes place. In this respect it is quite
obvious that the occurrence of magic numbers for the critical cluster size is strongly suppressed
according to the kinetic MC definition. In this respect the MC simulations provide results that
show some interesting features also predicted by the Transition Path eory. [15]

7.3.4 Temperature evolution of magic numbers

e MC simulations indicate that magic numbers are not present at low temperatures such as
T/Tc = 0.25, at least not in the sequence of critical nuclei as a function of magnetic field H.
Moreover, the phase diagrams shown above in Figs. 7.2 and 7.3 indicate that the disappearance
of magic numbers with temperature rise occurs at lower temperatures for the triangular lattice
than for the square one. To shed more light on these issues Fig. 7.7 presents cluster-size distri-
butions obtained by MC simulations at relatively low temperatures for the square and triangu-
lar lattice, where on both lattices the starting cluster was a n = 30 cluster in (one of) its most
compact shape. e statistic distribution of cluster sizes obtained for 10000 initially identical
clusters is shown aer a sufficiently large number of MCSS, which allows some local equilibra-
tion of cluster sizes. Actually the cluster size distribution can be considered the product of a
Gaussian distribution with the semi-equilibrium distribution described by Eq. (7.10). [14] For
fixedH and T, Eq. (7.10) is fixed, but the Gaussian distribution evolves with MCSS from nearly
a delta function to a broad distribution.

Figure 7.6 shows, for both the triangular and square lattices, the cluster energy Ebn normal-
ized by the critical temperature Tc as a function of cluster size n for the most compact clusters
(i.e. largest number of bonds b) and thus depicts the lowest energy path for growing (and decay-
ing) clusters. e energy curves in Fig. 7.6 clearly exhibit an overall classical (Gibbs) outlook
plus a sharp saw-tooth modulation. e values forHwere chosen such that the overall classical
outlook of the energy curves for the triangular and square lattice obtains the same shape, with
a maximum near n = 30, i.e. H = 0.37 for the square lattice and H = 0.642 for the triangular
lattice. Normalization by Tc allows the energy curves to also obtain comparable absolute val-
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monds) and triangular (crosses) lattice for themost compact clusters. The external öeldHwas chosen
such that the energy curves for the triangular and square lattice obtain the same overall shape.

ues. In this way we create comparable energy landscapes for cluster evolution on the triangular
and square lattice.

Figure 7.7a shows results for T = 0.454K, i.e. the same absolute temperature for the square
and triangular lattice (which is T = 0.2Tc for the square and T = 0.1247Tc for the triangular
lattice). e results for the square lattice hold aer 200 MCSS and for the triangular lattice
aer 300 MCSS, but the conclusions we will draw below are not sensitive to the value of the
MCSS. In both cluster size distributions clear signs of the expected magic numbers for maxima
andminima are present. esemagic numbers vanish at approximately 0.2Tc for the triangular
lattice and 0.4Tc for the square lattice. Despite thatT/Tc is clearly lower for the triangular lattice,
the (amplitude of the) modulation in the size distribution, i.e. the ratio between neighboring
maxima andminima, is clearly smaller in case of the triangular lattice than for the square lattice.
e main reason for this is that, for the same absolute temperature, the value for the saw-tooth
modulation (barrier heights) in the energy curve Ebn versus n is lower for the triangular than
for the one of square lattice case [cf. Fig. 7.6].

erefore, it is interesting to lower the temperature for the triangular lattice such that the
same value for the saw-tooth modulation holds for the (lowest energy path in the) Ebn ver-
sus n curves of the square and triangular lattices. To do so, the temperature is reduced from
T = 0.1247Tc (the case shown in Fig. 7.7a) to T = 0.1038Tc and the result (aer 400 MCSS) is
shown in Fig. 7.7b. e size distribution holding for the square lattice is the same in Figs. 7.7a
and 7.7b. Lowering the temperature of the triangular lattice has the clear effect that the mod-
ulation and magic numbers (which were weaker) are now much stronger present in the size
distribution for the triangular lattice than for the square one. Apparently for the same value of
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Figure 7.7 | a Cluster size distribution at T = 0.454 K after 200 MCSS (square lattice) and 300 MCSS
(triangular lattice) after insertion of a most compact n = 30 cluster. For both lattices the occurrence
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ature for both lattices ensures that the height in the saw toothmodulation of the energy curve shown
in 7.6 is the same for both cases. Now themagic numbers aremore prominent for the triangular than
for the square lattice.

the saw-tooth modulation (barrier heights) in the energy path, the lower absolute temperature
for the triangular lattice determines that the modulation in the size distribution and thus the
magic numbers become more prominent. is can be understood, because the lower the tem-
peratures themore growth proceeds via the lowest energy path. At higher temperatures growth
also occurs via less favorable (higher energy) cluster configurations, which obscure the magic
numbers (and thus dampens the modulation) in the size distribution.

Despite that magic numbers are not present according to the kinetic MC definition of crit-
ical cluster sizes (see previous section), the present results show that they are actually present
in the size distribution itself for the square lattice below about 0.4Tc (for ∼0.3J < H < ∼0.5J)
and for the triangular lattice below ∼0.2Tc (for ∼0.5J < H < ∼0.9J).

e question now remains when magic numbers will become present according to the ki-
netic MC definition of critical cluster sizes. To test this, additional MC simulations were per-
formed for the square lattice for T = 0.15Tc for H between 0.1J and 0.5J with 1000 MCSS and
showed that the critical clusters as found from theory [m∗(m∗ + 1) + 1 and m2 + 1] are clearly
present. Cluster sizes in between these critical cluster sizes were also present but only in thin
lines between the critical domains. erefore we expect that the critical cluster sizes according
to our kinetic definition will also converge to, i.e. reproduce the sizes with magic numbers of
the exact results of Neves-Schonmann for T → 0.
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e present results show some interesting agreement with predictions of Transition Path
eory. [15] TPT shows for example that at elevated temperatures a critical cluster size for
nucleation is not present, but there is a transition path region (which includes many different
clusters also with different sizes). erefore, from TPT at higher T a ‘critical cluster size for
nucleation’ in the Ising model can be absent, but when T → 0 the transition path region con-
verge exactly to the critical nuclei according toNeves-Schonmann. [16]ese predictions agree
very well with the results of our MC simulations described and shown above. It is particularly
relevant to note that at higher temperatures the averaging over neighboring cluster sizes indi-
cate that there in principle is not a critical cluster size, but only a transition path region. e
results also show that the thermodynamic definitions have limited meaning. e saddle-point
definition is only relevant for T → 0.

7.3.5 Reduced interface tension according to lattice animals

An interesting correlation can be made between the disappearance of magic numbers with
temperature rise in the size distributions and the disappearance of the difference in interface
tension for the lowest and highest interface energy direction of the Ising system considered.
For the square lattice the lowest interface tension holds for the direction parallel to one of the
two principal lattice vectors (i.e. parallel to a {10} boundary): [26]

σ// = 2 + T ln ෷tanh ෷
1
T෸෸ . (7.16a)

e highest interface tension holds for the two directions making 45° with the principal lattice
vectors (i.e. parallel to a {11} boundary): [26]

σdiag = T√2 sinh ෷
2
T෸ . (7.16b)

ese two interface tensions are shown as a function of reduced temperature (i.e. with
Tc = 2/ ln ෷√2 + 1෸) in Fig. 7.8a. For temperatures above 0.6Tc, about the same interface
energies hold for σ// and σdiag. In the range from 0.6Tc down to 0.3Tc the difference between
the highest and lowest interface energy is still modest, but this difference rapidly increases when
going from 0.3Tc down to 0Tc.

For the triangular lattice the lowest interfacial tension holds for the direction parallel to one
of the three principal lattice vectors (i.e. parallel to the {101} boundary): [27]

σ{101} = 2T arcCosh
๖ซ

2X + 3
4

− 1
2๗

. (7.17a)
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e highest interfacial tension holds for the three directions making 30° with the principle
lattice vectors (i.e. parallel to the {112} boundary): [27]

σ{112} = 2T
√3

arcCosh ෷
X − 1

2 ෸ , (7.17b)

With X specified as:

X = 2y
(1 − y)2 +

(1 − y)2

2y
+ 1, (7.17c)

With y specified as:

y = tanh (J/T) . (7.17d)

ese two interface tensions are shown as a function of reduced temperature (i.e. with
Tc = 4/ ln (3)) in Fig. 7.8b. For temperatures above 0.3Tc, about the same interface energies
hold for σ{101} and σ{112}. In the range from 0.3Tc down to 0.15Tc the difference between the
highest and lowest interface energy is still modest, but this difference rapidly increases when
going from 0.15Tc down to 0Tc.

Interestingly, the difference in highest and lowest interface tension lattice reduces to a value
of about 0.12 at 0.4Tc for the square lattice and at 0.2Tc for the triangular lattice. Apparently
at these temperatures the experienced anisotropy in interface tension is that low that also in
the MC simulations the magic numbers disappear. e evolution and the disappearance of
the difference in interface tension occur at two times higher T/Tc values for the square than
for the triangular lattice. e same holds for the evolution and disappearance of magic cluster
sizes with the MC simulations. erefore, an interesting correlation exists between the disap-
pearance of anisotropy in interface tension with temperature rise holding for the Ising systems
considered and the disappearance of magic numbers with temperature rise based on MC sim-
ulations of these Ising systems.

Partly the comparison between the interfacial tension and the MC simulations is not ap-
propriate, because with the MC simulations we consider (too) small cluster sizes. is can be
readily deduced from the following analysis. Using the results of the lattice animal enumeration
we are able to derive an effective interface tension associated with a certain cluster size, which
is defined for the square lattice as: [26]

σs, effn =
−T ln ෷∑bmax

bmin
Db
n෸

2√πn
, (7.18)
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Figure 7.8 | Lowest and highest interface tension as function of normalized temperature compared
with the effective interface tension derived from the results of the lattice-animals enumeration for the
most compact square andhexagonal clusters. a For the square lattice the lowest interface tension and
the highest interface tension hold for the directions parallel andmaking a 45° anglewith the principal
lattice vectors: σ// and σdiag. Above 0.6Tc about the same interface energy is found for σ// and σdiag,
below 0.6Tc amodest difference is seen, which is rapidly increasing below 0.3Tc. b For the triangular
lattice the lowest interface tension and the highest interface tension hold for the direction parallel
and making a 30° angle with the principal lattice vectors: σ{101} and σ{112}. Above 0.3Tc about the
same interface energy is found for σ{101} and σ{112}, below 0.3Tc a modest difference is seen, which
is rapidly increasing below 0.15Tc.

and for the triangular lattice as:

σt, effn =
−T ln ෷∑bmax

bmin
Db
n෸

෋√3π(4n − 1)/2
, (7.19)

where Db
n is given by Eq. (7.10) for H = 0. is effectively means that the cluster area (inde-

pendent of shape) is mapped onto a circle and the circumference of this circle is taken as the
interface length. e size dependent effective interface tensions are shown for most compact
shapes in Fig. 7.8a and 7.8b for the square and triangular lattices, respectively. Clearly, it can
be observed that the effective interface tensions of these small clusters largely deviate from the
ones of long interfaces according to the Ising models considered. Since hexagons have shapes
better approaching the circular circumference than squares, it might be expected that in the
high temperature regime, where there is no anisotropy in interface tension for long interfaces,
the effective interface tension with increasing cluster size more rapidly converges to the one
of long interfaces. e present results do not show this more rapid convergence as a function
of cluster size n, but when normalized to the facet length of the hexagon and square (so that
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hexagons with n = 7 and 19 are compared to squares with n = 4 and 9, respectively) indeed
this more rapid convergence occurs.

7.4 Summary and conclusions

In the present work we have studied the growth and decay of clusters at temperatures below Tc

for a two dimensional Ising model on square and triangular lattices. is was done by enumer-
ating all unique lattice configurations up to n = 25 for the triangular lattice and up to n = 29 for
the square lattice. From these enumerations the critical cluster sizes as function of temperature
and external field have been calculated for both lattices using two different thermodynamic
definitions. In addition, Monte Carlo simulations were performed to calculate the critical clus-
ter size using a kinetic definition. By inserting a (most) compact cluster at the start of the
simulation on a relatively small lattice, the simulation was speeded up at low temperatures.

e obtained MC results are in good agreement with the results obtained from the lattice-
animals enumeration based on the thermodynamic ‘averaged’ definition. In contrast, the ther-
modynamic ‘saddle-point’ definition provides results which strongly deviate from the other
two definitions at higher temperatures (T > ∼0.4Tc for ∼0.3J < H < ∼0.5J for the square
lattice and T > ∼0.2Tc for ∼0.5J < H < ∼0.9J for the triangular lattice). Even when we start
with the inserted most compact cluster exactly in the saddle-point of the energy landscape, still
the MC simulations will create a critical cluster size based on averaging not only over the vari-
ous highest bond numbers for this size, but also influenced by growth and decay of neighbor-
ing cluster sizes. ese results show interesting correspondence with predictions of Transition
Path eory. e dominance of a transition path region is also the principle reason that magic
numbers found at low temperatures in the critical cluster size mapping determined from the
lattice-animals enumeration did not appear in the results from the MC simulations. However,
the magic numbers are still present at these low temperatures when looking at the cluster size
distributions themselves during the MC simulation. Magic numbers in the size distribution
are absent for T > ∼0.4Tc for the square lattice and T > ∼0.2Tc for the triangular lattice. is
disappearance of the magic numbers with temperature rise according to the MC simulations
appears to correlate well with the disappearance of anisotropy in interface tension for both the
triangular and square lattice Ising models.
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Appendix A Results of lattice animal enumerations

To reduce the size of this appendix, only the last four columns of the enumeration re-
sults for both square (i.e. n = 26–29) and triangular (i.e. n = 22–25) lattices are
displayed. e complete tables with results of the enumerations can be obtained from
http://prb.aps.org/epaps/PRB/v85/i21/e214108/Supplementary_information.pdf

Table 7.1 |Numberswb
n for lattice animals of size nwith b nearest-neighbor bonds on a square lattice

b − n + 1 n = 26 n = 27 n = 28 n = 29
0 16229462702152 59347661054364 217310732774774 796703824808133
1 24189042735960 92182297780388 351188857252945 1337559410177992
2 20069340693032 79445751162174 313931473684234 1238483979520028
3 11597020580256 47725780350640 195729688775506 800180322864548
4 5206305915854 22277974479762 94833467125572 401780150376616
5 1907128463082 8497520990660 37589435038468 165195027753972
6 590692982046 2744186080582 12628435807352 57620841061986
7 157649849696 765476680236 3671711955694 17421230022108
8 36829344698 187422193706 939128828434 4641894687940
9 7573377658 40581745976 213182013614 1100786553816
10 1376399286 7815893062 43249505720 234139368404
11 219358602 1334350332 7839604886 44760447220
12 30221878 200555450 1266040556 7688145478
13 3436112 25853212 179481116 1176550436
14 292150 2715418 21706048 157863938
15 14408 203956 2089582 17843312
16 238 8238 138032 1572217
17 88 4410 89720
18 30 2244
19 8

Sum 79992676367108 313224032098244 1228088671826973 4820975409710116
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Table 7.2 | Numbers wb
n for lattice animals of size n with b nearest-neighbor bonds on a triangular

lattice

b − n + 1 n = 22 n = 23 n = 24 n = 25
0 904559526029 3633045705543 14618866104849 58925096656511
1 3381680573145 14245879371702 59994271844640 252587197669380
2 6935395193619 30536428025994 134149981674201 588136415285907
3 9882512145349 45491545097088 208502270964357 951883848747450
4 10946275371915 52639206348039 251541102048070 1195131553155843
5 10029051824175 50323384357908 250467164237622 1237407269795130
6 7951429502780 41540918651313 214945130085942 1102419675592266
7 5616587038428 30493548920454 163742542311590 870415630787376
8 3604100678331 20309871329400 113031582891882 621926951369688
9 2125074406429 12426594377682 71643698564961 407769357680848
10 1162894886292 7054620513255 42120504760647 247887899346549
11 595319641932 3745901651316 23155725486606 140868293836188
12 286949641752 1872872536719 11985082924146 75351132792440
13 130627824807 885143641404 5866594347098 38126042283798
14 56389557147 396966215310 2726382831960 18321328706652
15 23152543856 169477230348 1206921456984 8390106044744
16 9060408456 69067326666 510450312074 3672888359445
17 3376811733 26876822412 206507952681 1539749615394
18 1201199147 10003234443 80041352667 619195388568
19 407325135 3562397538 29750219757 239163111534
20 131388126 1213474803 10611378024 88825796556
21 40050371 393762516 3624898689 31702007762
22 11542896 121707717 1185595080 10872940908
23 3095724 35638878 370426029 3580047858
24 753821 9774798 109999506 1129300090
25 163743 2479080 30800680 339516990
26 29049 568761 8081229 97023045
27 3424 111990 1933998 26091412
28 147 17115 411402 6493404
29 1458 73266 1462794
30 27 9138 288661
31 496 44646
32 3 4338
33 128

Sum 63646233127758 315876691291677 1570540515980274 7821755377244303
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In the search for ever faster computers and data storage, memories have played an important
role. With the invention of the hard disk, the slow and cumbersome punch cards were replaced.
Hard disks have evolved greatly in both storage and transfer speeds since then. e last decade
flash memories became of great importance, being faster, solid state and more power efficient,
and can now be found in almost all modern handheld electronic devices and computers. How-
ever, Flash technology is reaching its limits in both scalability and speed. To be able to continue
the search for smaller and faster memories phase-change materials have proven to be interest-
ing candidates for the next-generation memories.

Phase-change materials can exist in two phases: the meta-stable amorphous phase and the
stable crystalline phase. ese two phases have particularly different electrical and optical prop-
erties and such differences can be measured and exploited to create a memory device. Crucial
for a memory cell is the ability to rapidly switch between different states. To switch the phase-
change material to the crystalline phase from the amorphous phase, a phase-change cell only
needs to reach a temperature above the glass transition temperature. is will cause the nucle-
ation and growth of crystals in the amorphous material and the cell will become crystalline. To
go from the crystalline phase to the amorphous phase, one has to melt the crystalline phase-
changematerial and rapidly cool it aerwards. In this way the liquid phase will be frozen before
the material has time to form crystals and a melt-quenched amorphous state is obtained. e
switching in phase-change materials is possible on a nanosecond timescale, which makes these
materials very suitable for high-speed memories. For comparison, flash memories typical take
microseconds to switch, more than 1000 times slower. Although phase-change materials are
already widely used in rewritable discs, much is still unknown about their workings. e goal
of this work is to fill in a part of that knowledge gap and to provide a description on how these
materials can be studied in a direct way and are responding to external influences.

e material properties determining the usability of phase-change material, like the melt-
ing temperature, crystallization temperature and activation energies for nucleation and growth,
strongly depend on the composition of the alloy. Commonly used alloys for phase-change ma-
terials consist of a combination of antimony, germanium and tellurium, in some cases also
doped with silver and/or indium. By changing the composition only slightly with several atom
percentages, the crucial properties can change dramatically. Without a good overview on how
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these properties develop as function of composition it is difficult to predict if a given phase-
changematerial will be suitable for memory applications. In chapter 3 we studied GeSb films in
detail and found that the activation energy for growth increases strongly from 1.7 eV to 6.6 eV
when increasing the germanium percentage from 6 at.% to 9 at.%. At the same time, the crys-
tallization temperature increases from about 80 °C for Ge6Sb94 to 200 °C for Ge10Sb90. Next to
these large changes in growth properties, we also found a change in crystal growth morphol-
ogy. For Ge6Sb94 and Ge7Sb91 a transrotational dendritic crystal structure is the dominant
crystal structure. In Ge8Sb92, Ge9Sb91 and Ge10Sb90 we observed the presence of a second
growth morphology. One that is isotropic and has a strong texture and grows with the (0001)
plane parallel to the surface. e remarkable finding is that, in a certain temperature range,
both morphologies can grow simultaneously, but show very large differences in growth rates
and activation energies. For example, in Ge8Sb92 the dendritic growth mode grows ∼100 times
faster than the isotropic growth at 150 °C external temperature. e presence of these multi-
ple growth morphologies should be taken into consideration when extrapolatingmeasurement
data to, for instance, predict the data retention of a phase-change memory at low temperatures.
Differences in latent heat, released during the crystallization by both growth morphologies,
are considered responsible for the observed differences in the crystallization kinetics for both
morphologies.

Studies of the crystal growth properties oen rely on indirect observations, for example, by
looking at the heat released or by the change in electrical resistance upon crystallization. Only a
few alloys are suitable for optical observation as they have a suitable low nucleation rate, result-
ing in large crystals over 10 µm in diameter. Using a high speed camera we were able in chap-
ter 4 to optically study the crystal growth in a direct manner at high temperatures with growth
rates in the order of cm s−1. Using standard isothermal methods the temperatures needed for
these measurements cannot be reached before crystallization occurs. By applying additional
laser heating during the experiments we were able to reach higher temperatures and get the
desired higher growth rates. At these rates and temperatures we see a strong deviation from
the Arrhenius-type behavior previously observed with the standard isothermal measurements.
Using a viscosity model for supercooled liquids we were able to model the measured rates and
to make a prediction of the crystal growth rates and the maximum rate of about (∼15m s−1) at
temperatures near the melting temperature.

A problem in current phase-change memory devices is the differences in characteristics
between memory cells in the same device, while in principle they should be identical. A pos-
sible cause of these variations can be found in the presence of differences in local tensile or
compressive stresses. Due to the decrease in density when switching from crystalline to amor-
phous, the embedded phase-change cell is put under a compressive stress (when assuming the
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initial state to be stress-free). In chapter 5 we demonstrated that the presence of a compres-
sive stress decreases the crystallization temperature (compared to the stress-free case), which
would make a memory cell more prone to unwanted switching back to crystalline. Likewise,
we showed that the presence of a tensile stress increases the crystallization temperature result-
ing in an amorphous phase that is more stable. ese stresses do not have to be large to have
a strong influence. Moderate compressive stresses of ∼70MPa already have a large effect on
the crystal growth resulting in a ∼50 times faster growth rate, while tensile stresses, induced by
differences in thermal expansion coefficients, can increase the crystallization temperature by
as much as 20 °C.

One of the important benefits of phase-change material memory devices above currently
used Flashmemory andDRAM is the possibility to downscale thememory cells to below 10 nm
feature sizes without immediately reaching fundamental limits. Current memory technologies
start to degrade at these small sizes, where phase-change technology still show improved prop-
erties. However, when the cell sizes become smaller, the influence of the amorphous-crystalline
boundary increases. In chapter 6 we studied the surface potential across this amorphous-
crystalline interface using SSPM. Analysis indicated a surface potential for the crystalline phase
with respect to the amorphous phase which is on average 60mV and always larger than 30mV.
is difference in surface potential is due to the p-type semiconducting behavior of the amor-
phous phase and the nearlymetallic behavior of the crystalline phase. iswill result in a Schot-
tky barrier at the amorphous/crystalline interface with the associated potential difference. e
presence of this barrier has to be taken carefully into account when downscaling phase-change
memories, as it influences the electrical characteristics.

Next to experimental studies on the crystal growth, we computationally studied the initial
stage of crystal nucleation in chapter 7. By studying the growth and decay of clusters within
a two dimensional Ising model on square and triangular lattices, we were able to determine
the critical cluster sizes at low temperatures. is was done by enumerating all unique lattice
configurations up to n = 25 for the triangular lattice and up to n = 29 for the square lattice.
From these enumerations the critical cluster sizes as function of temperature and external field
were calculated for both lattices using two different thermodynamic definitions. Monte Carlo
simulations were performed to calculate the critical cluster size using a kinetic definition. We
found that the MC results shows good agreement with the ‘average’ thermodynamic definition
as both simulations are based on averaging not only over themost compact clusters, but are also
influenced by growth and decay of neighboring cluster sizes. is shows that describing nucle-
ation in general as based on only a 1D Markov chain is too simplified. However, we did find
for all three definitions that the most compact clusters are being favored at low temperatures,
in correspondence with the Ising model.
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In de zoektocht naar snellere computers en dataopslag spelen geheugens een belangrijke rol.
Met de uitvinding van de harde schijf kon de langzame ponskaart eindelijk vervangen worden.
Harde schijven zijn sindsdien vele malen verbeterd op zowel het gebied van opslagcapaciteit als
overdrachtssnelheden. De afgelopen tien jaar zijn flashgeheugens sterk in opkomst. Deze zijn
sneller, hebben geen bewegende onderdelen en een lager energiegebruik en kunnen in bijna
elke moderne smartphone gevonden worden. Helaas bereikt de flashtechnologie zijn limie-
ten op het gebied van schaalbaarheid en snelheid. Om de zoektocht naar snellere geheugens
voort te kunnen zetten wordt er gekeken naar andere technologieën. Het gebruik van phase-
changematerialen is één van die technologieën die bewezen hebben om interessant te zijn als
kandidaat voor de volgende generaties geheugens.

Phase-changematerialen kunnen bestaan in twee verschillende fasen: de meta-stabiele
amorfe fase en de stabiele kristallijne fase. Deze twee fasen verschillen, onder andere, in elektri-
sche en optische eigenschappen en zulke verschillen kunnen gemeten en gebruikt worden om
een geheugen temaken. Cruciaal voor een geheugencel is dat deze snel kan schakelen tussen de
verschillende toestanden. Om een phase-changemateriaal te schakelen van de amorfe fase naar
de kristallijne fase is slechts een temperatuur boven de glastemperatuur nodig. Dit zorgt er voor
dat kristallen kunnen nucleëren en groeien tot de volledige amorfe fase kristallijn is geworden.
Om van de kristallijne fase naar de amorfe fase te gaan moet het phase-changemateriaal ge-
smolten worden en vervolgens zo snel worden afgekoeld dat de vloeibare fase bevriest voordat
er kristallen gevormd kunnen worden. Deze twee schakelmechanismes kunnen beide plaats-
vinden op een nanosecondentijdschaal. Dit maakt phase-changematerialen uitermate geschikt
voor snelle geheugens. Ter vergelijking, flashgeheugen hee enkele microseconden nodig om
te schakelen. Hoewel phase-changematerialen al veelvuldig worden toegepast in herschrijf-
bare optische schijven, is er nog veel onbekend over de werking. Het doel van het hier gepre-
senteerde werk is om deze kennis uit te breiden en een beschrijving te geven over hoe, onder
andere, kristalgroei in deze materialen bestudeerd kan worden op een directe wijze en hoe de
groei reageert op externe invloeden.

De materiaaleigenschappen die de bruikbaarheid van een phase-changemateriaal bepalen,
zoals de smelttemperatuur, kristallisatietemperatuur en activeringsenergieën voor nucleatie en
groei, hangen sterk af van de compositie van de phase-changelegering. Veelgebruikte legerin-
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gen bestaan uit elementen als antimoon, germanium en tellurium, in sommige gevallen gedo-
teerd met zilver en/of indium. Door de compositie met slechts enkele atoomprocenten te ver-
anderen kunnen de kritische eigenschappen drastisch veranderen. Zonder een goed overzicht
over hoe deze eigenschappen aangen van de compositie, is het moeilijk om te voorspellen of
een bepaald phase-changemateriaal ook geschikt is voor een geheugentoepassing. In hoofd-
stuk 3 hebben we GeSb films in detail bestudeerd en hier is gevonden dat de activeringsenergie
voor groei sterk toeneemt van 1.7 eV naar 6.6 eV wanneer het germaniumpercentage wordt
verhoogd van 6 at.% naar 9 at.%. Tegelijk neemt de kristallisatietemperatuur toe van onge-
veer 80 °C voor Ge6Sb94 naar 200 °C voor Ge10Sb90. Naast het verschil in groeieigenschappen
vonden we een verandering in groeimorfologie. In Ge6Sb94 en Ge7Sb93 is een transrotatio-
nele/dendritische kristalstructuur de dominante structuur. In Ge8Sb92, Ge9Sb91 en Ge10Sb90
observeerden we de aanwezigheid van een tweede groeimorfologie. Deze is isotroop met een
sterke textuur en groeit met het (0001) vlak parallel aan het oppervlak. Het opmerkelijke is
dat in een bepaald temperatuursgebied beide morfologieën gelijktijdig aanwezig zijn, maar een
groot verschil vertonen in groeisnelheden en activeringsenergieën. Bijvoorbeeld, in Ge8Sb92
groeit de dendritische groei ∼100 keer sneller dan de isotrope groei bij een externe temperatuur
van 150 °C. De aanwezigheid van meerdere groeimorfologieën kan problematisch zijn bij het
extrapoleren van meetresultaten om, bijvoorbeeld, de dataretentie te voorspellen op lage tem-
peraturen. Verschillen in latente warmte, die vrijkomt bij beide kristallisatieprocessen, worden
beschouwd als de oorzaak voor de gemeten verschillen tussen beide morfologieën.

Studies naar de kristalgroeieigenschappen zijn vaak gebaseerd op indirecte observatie, bij-
voorbeeld door te kijken naar de vrijgekomen latente warmte of de verandering van de elek-
trische weerstand bij kristallisatie. Slechts enkele legeringen zijn geschikt voor directe opti-
sche observatie omdat ze een lage nucleatiesnelheid hebben waardoor kristallen van tientallen
micrometers in diameter kunnen ontstaan. Met behulp van een hogesnelheidscamera waren
we in hoofdstuk 4 in staat om op een directe wijze kristalgroei optisch te bestuderen op hoge
temperaturen en met groeisnelheden in de ordegrootte van cm s−1. Met standaard isotherme
methodes zijn deze temperaturen niet te bereiken voordat kristallisatie plaatsvindt. Door ge-
bruik te maken van extra warmtetoevoer met behulp van een laser waren we in staat om het
phase-changemateriaal te verhitten tot temperaturen die nodig waren om de hoge groeisnelhe-
den te bereiken. Bij deze temperaturen en groeisnelheden zien we een sterke afwijking van het
Arrheniusgedrag dat gemeten was bij isotherme metingen. Met behulp van een model voor de
viscositeit van supergekoelde vloeistoffen konden we de gemeten groeisnelheden modelleren
en een predictie maken van de maximale groeisnelheid van ∼15m s−1 bij temperaturen in de
buurt van de smelttemperatuur.

Een probleem bij de huidige phase-changegeheugens is het verschil in karakteristieken tus-
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sen verschillende geheugencellen in hetzelfde geheugen, terwijl deze in principe identiek zou-
den moeten zijn. Een mogelijke oorzaak hiervoor zijn variaties in lokale trek- en drukspan-
ningen. Door de afname in dichtheid bij het schakelen van kristallijn naar amorf komen de
ingebedde phase-changecellen onder een drukspanning te staan (wanneer aangenomen wordt
dat ze initieel stressvrij zijn). In hoofdstuk 5 demonstreerden we dat door de aanwezigheid van
een drukspanning de kristallisatietemperatuur afneemt (in vergelijking met de spanningsvrije
toestand). Dit zou een geheugencel gevoeliger maken voor ongewenst terugschakelen naar de
kristallijne fase. Soortgelijk toonden we aan dat een trekspanning de kristallisatietemperatuur
verhoogd wat resulteert in een stabielere amorfe fase. De spanningen hoeven niet groot te zijn
om toch al een sterk effect teweeg te brengen. Matige drukspanningen van ∼70MPa veroorza-
ken al een ∼50 keer sneller kristalgroei. Trekspanning als gevolg van verschillen in thermische
uitzettingscoëfficiënten kunnen de kristallisatietemperatuur al met 20 °C doen afnemen.

Eén van de belangrijkste voordelen van phase-changegeheugen boven flashgeheugen en
DRAM is demogelijkheid om de individuele phase-changecellen tot onder de 10 nm te schalen
zonder meteen fundamentele limieten te bereiken. Huidige geheugentechnologieën vertonen
problemen bij deze kleine dimensies, terwijl phase-changetechnologie juist verbeterde eigen-
schappen vertoont. Echter, als de cel kleiner wordt neemt de invloed van het amorf-kristallijn
grensvlak toe. In hoofdstuk 6 bestudeerden we de oppervlaktepotentiaal over dit grensvlakmet
behulp van Kelvin-sondemicroscopie. Uit de analyse bleek dat er potentiaal op de kristallijne
fase staat van gemiddeld ∼60mV en minimaal ∼30mV ten opzichte van de amorfe fase. Dit
verschil in oppervlakte potentiaal komt door het p-type halfgeleidergedrag van de amorfe fase
en het metallische gedrag van de kristallijne fase. Dit resulteert in de aanwezigheid van een
Schottky barrière aan het grensvlak met een bijbehorend potentiaalverschil. De aanwezigheid
van deze barrière moet in acht worden genomen wanneer phase-changegeheugen nog verder
verkleind worden vanwege de invloed op de elektrische eigenschappen.

Naast de experimentele studies aan kristalgroei hebben we de initiële fase van kristalnu-
cleatie bestudeerd met behulp van simulaties in hoofdstuk 7. Door het groei- en vervalgedrag
van clusters in een tweedimensionaal Ising model te bestuderen op vierkante en driehoekige
roosters, waren we in staat de kritische clustergroottes te bepalen op lage temperaturen. Dit is
gedaan door alle unieke roosterconfiguraties te berekenen tot n = 25 voor het driehoekige roos-
ter en n = 29 voor het vierkante rooster. Met deze resultaten kon de kritische clustergrootte
als functie van temperatuur en extern veld berekend worden voor twee verschillende thermo-
dynamische definities. Monte-Carlosimulaties werden gebruikt om kritische clustergroottes te
bepalen met behulp van een kinetische definitie. De resultaten van de MC-simulaties komen
goed overeen met de ‘gemiddelde’ thermodynamische definitie. Dit komt doordat beide me-
thoden niet alleen middelen over de meeste compacte clusters, maar ook beïnvloed worden
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door groei en verval van naburige clusters. Dit toont aan dat de beschrijving van nucleatie in
het algemeen, wanneer gebaseerd op een ééndimensionaal Markovketen, te vereenvoudigd is.
We hebben echter wel gevonden dat alle drie definities een voorkeur hebben voor de meest
compacte clusters op lagere temperaturen, volledig in overeenstemming met het Ising model.
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